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editorial: Quantification, clarification and 
standardisation of whole body vibration. adam Hawkey

Vibration is defined as a mechanical stimulus characterised by a recurring oscillatory
motion back and forth over the same pattern. We experience vibration throughout our
daily lives when driving a car or operating machinery with motorised parts, and exposure
is traditionally associated with negative effects on the human body. However, whole
body vibration (WbV) is an intervention that has gained popularity in both the medical
and sporting arenas in recent years. Despite its popularity though, it would appear that
our understanding of how human systems respond to these vibratory signals lags some-
what behind the availability of the WbV platforms used for training, and that
inconsistencies and inaccuracies reported regarding WbV have the potential to limit the
replication and development of research. There is also concern that researchers, by inad-
vertently using incorrectly reported protocols from previous studies, may unknowingly
expose participants to harmful interventions. The aim of this editorial, therefore, is to
quantify, clarify, and standardise the terminology used to describe WbV training. 

The most common way of receiving vibration, as a specific training modality, is via a vibra-
tion platform (or vibration plate). Depending on the manufacturer and design
specifications, these platforms operate in movements, which can be classified as either
linear (vertically only), oscillating (moving vertically on alternate sides in a seesaw-like
manner) or tri-planar (moving through all three axis) (Figures 1a-1c). WbV is believed to
stimulate the primary endings of the muscle spindle (Ia. afferent), which excites the
motor-neurons, causing contraction of homonymous motor units, resulting in a tonic
contraction of the muscle; known as the tonic vibration reflex. Potential adaptations fol-
lowing vibration training include: increased excitation of peripheral and central
structures (pre-activation of the musculoskeletal system, resulting in improved readiness
for the training stimulus); increased synchronisation of motor units; stimulation of golgi
tendon organs (GTo), inhibiting activation of antagonist muscles; altered hormonal
secretion; variation of neurotransmitter concentrations (dopamine, serotonin); and exci-
tation of sensory receptors such as muscle spindles, leading to improvements in the
stretch reflex cycle. These adaptations have manifested in a range of improvements
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(superior jumping and sprinting performance; increased flex-
ibility and balance; reduced delayed onset muscle soreness
and cortisol levels; greater resistance to fatigue; in addition
to enhanced bone health through heightened activation of
osteoblast cells) in a variety of populations (sedentary indi-
viduals; athletes; those suffering from multiple sclerosis,
cerebral palsy, fibromyalgia, rheumatoid arthritis and anky-
losing spondylitis; and those at increased risk of osteoporosis,
such as post-menopausal women and older people). Subse-
quently, WbV has been incorporated into training regimes,
rehabilitation and preventative health promotion strategies. 

The intensity of WbV training can be manipulated by altering
the frequency and/or amplitude of oscillations to ultimately
affect the magnitude/acceleration of the vibratory signals.
The frequency of WbV is regularly reported, and there is very
little confusion regarding its interpretation; it simply quanti-
fies the number of impulses (hertz or Hz) delivered every
second (the repetition rate of the cycles). The majority of lin-
ear and tri-planar WbV platforms have a frequency range
from 15 to 60 Hz, while oscillating platforms typically operate
at frequencies below 30 Hz. Platforms do not generally oper-
ate below a frequency of 10Hz, as at this frequency there is
the risk of interfering with the body’s natural resonance;
potentially having serious health implications. There cur-
rently exists a lack of clarity however regarding the use of the
term amplitude, which has been interchangeably used with
other terminology, such as peak-to-peak-displacement. The
amplitude of the platform corresponds to the extent of the
vertical displacement from the centre point of movement.
Platforms generally report a range of 1-15mm, although a
number have fixed or set amplitude. Conversely, peak to peak
displacement (mm) differs from amplitude in that it encom-
passes the full range of displacement (Figure 1d). The
magnitude refers to the acceleration of the movement and is
measured in g’s, or magnitudes of gravity. The acceleration
that a body experiences while on a vibration platform can be
accurately estimated using the equation shown in Figure 2.
(Where a is the acceleration experienced expressed as the
equivalent of the acceleration of earth’s gravity [9.81 m.s-2]; a
is the amplitude of the vibration; and f is the frequency of the
vibration). For this formula to work effectively it is vital that
all the separate variables are calculated using corresponding
units. Therefore it is important that all the separate variables
are calculated using corresponding units. For example, the
components of a and g must have the same unit of length (SI
unit for length is the metre [m]); therefore, with a frequency
of 35Hz and amplitude of 2mm, the formula will be calcu-
lated according to the process shown in Figure 4. a variety of
positions can be adopted on the vibration platform; the most
commonly used being squats (static/dynamic and deep/shal-
low), lunges and calf raises. While the positions utilised on the
platform will be dependent on the specific region being

trained (e.g. deep squats for developing the quadriceps mus-
cles), the positioning of the feet, when using oscillating
machines, is especially important (and crucial with regard to
reporting protocols for future study) as these will have an
effect on the amplitude the user is exposed to (refer to Fig-
ures 1a-1d: feet positioned more laterally will be exposed to
a greater amplitude and acceleration).  other variables, which
can be manipulated, are the duration of the time spent on
the device (usually ranging from 30 to 240seconds in one
bout), and the addition of any external loading (e.g. dumb-
bells or barbells as used in traditional weight-training). While
WbV has been reported to be a safe method of exercise, it is
not recommended for certain populations including (but not
limited to): pregnant women; those with recent or possible
thrombosis; cardiovascular complaints (valve disorder,
advanced arthrosis, arthropathy); acute ra; recent sutures,
scars and fresh wounds; foot, knee and hip implants;
metal/synthetic implants (incl. pacemaker); lumbar disc prob-
lems; acute inflammations or infections; migraine headaches;
osteoporosis of the lumbar vertebrae; and epilepsy. While
WbV appears to have the potential to provide beneficial
effects in both performance and health, ensuring the stan-
dardisation of variable reporting (especially
amplitude/peak-to-peak-displacement and acceleration), is
crucial to ensure, not only the development of research but
also the safety and well-being of patients, clients and partici-
pants.
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Welcome to Volume 5 (Issue 1) of the JST

Welcome to Issue 1 (Volume 5) of the Journal of Sports Therapy. This issue includes contributions from a range of
professionals and academics. on-going features on osteoporosis and research methods continue; focusing on diag-
nostic techniques, and concepts relating to quantitative inputs and outputs, respectively. a paper on the
characteristics of professional footballers pre- and post- season fitness levels continues recent coverage of the mon-
itoring and assessment of sports performers. a case study of an adverse event following acupuncture and an article
discussing the muscle recruitment of the scapulae during therapeutic exercise should provide interesting reading
for those in practice; while articles regarding weight loss and dehydration in futsal and ankle bracing in basketball
should appeal to those with a passion for performance enhancement and injury reduction. once again, the diversity
of the papers presented in this issue continues to highlight the inter- and multi- disciplinary aspirations of the jour-
nal, while its volume is an indication of the journal’s continuing development and popularity. With an imminent
improvement and enhancement of the website and services offered by the JST, and with our inaugural
conference/symposia in the pipeline, it is a very exciting time for all those involved with the journal. We are therefore
keen to further involve our readers in this development. also, the next issue will be our first ‘pre-olympic’ publica-
tion; therefore we especially welcome any olympic/Paralympic-related articles/features. We, as an editorial team,
continue to encourage JST readers to contribute to the journal in a number of ways; be this through submitting
articles (original research, reviews or case studies), commenting on previous issues, or providing book and product
reviews. We particularly encourage you to have your say regarding the current, and future, state of sports therapy.
Inviting scholarly and professional input creates a forum for discussion and a means to connecting with the wider
community. For further details or comments, please contact the editor.

Yours in science and health
Adam Hawkey
Editor, Journal of Sports Therapy
A.Hawkey@wlv.ac.uk
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original research

Scapular muscle recruitment during therapeutic exercise
David Wallace, Scott Carabello, Nick Chaber.
Department of Physical Therapy, Quinnipiac university, Hamden, CT, uSa.

A b S T R AC T

Proprioceptive neuromuscular facilitation (PNF) patterns have been used to improve muscle
strength and may facilitate muscle recruitment patterns typically seen during overhead activ-
ities. The purpose of this study is to compare scapula muscle activity during commonly used
scapular strengthening exercises. Ten healthy men and twenty healthy women between the
ages of 18 and 23 participated in the study (n=30, mean age 23 ± 4 yrs., mean height 1.69 ±
0.16m, mean mass 72.6 ± 15 kg). Prior to enrollment in the study, subjects were screened for
inclusion and exclusion criteria, which included  no history of shoulder pathology were
recruited for this study. all participants performed the following exercises while surface emG
recorded the activity of the scapula muscles: (1) seated row, (2) push-up with a plus, (3) D1
flexion PNF and (4) D2 flexion PNF pattern.  The main outcome measures were: average per-
cent maximum voluntary isometric contraction (mVIC)  of middle trapezius, lower trapezius,
upper trapezius and serratus anterior muscle during each exercise. When performing the D2
PNF exercise, middle trapezius was more active compared to the row (p=0.012) and the D1
PNF exercise (p<0.001).  There were no differences in serratus anterior activity (p>0.05). The
ratio between upper trapezius to lower trapezius was higher during the PNF exercises versus
the throw (p<0.05). These results suggest that the D2 flexion exercise is most efficient for
recruiting the middle trapezius and serratus anterior, but it does not encourage ideal intra-
muscular activation of the scapular muscles as compared to an overhead activity.  

K E Y  W o R d S

PNF
Shoulder Strengthening
Scapular Strengthening 

The shoulder is estimated as being the site of 16% of all mus-
culoskeletal complaints of pain (urwin et al., 1998). among
shoulder injuries, impingement syndrome is the most com-
mon diagnosis comprising nearly one third of all physician
visits (ludewig and Cook, 2000). The overhead athlete has
been shown to be particularly susceptible to shoulder
impingement (burkhart, 2003). 

In overhead athletes, evidence suggests that impaired scapu-
lar muscle function is associated with the development and
progression of impingement symptoms (meislin et al., 2005;
Cools et al., 2005). Studies have linked shoulder impingement
with serratus anterior (Sa) and upper trapezius (uT) muscle
recruitment imbalances that occur during overhead activities
(meislin et al., 2005; Cools et al., 2005). In the overhead athlete
diagnosed with impingement, ludewig and Cook (2000) con-
cluded that the imbalance in the muscle recruitment activity
rather than global weakness of the scapular muscles con-
tributed to the athletes’ dysfunction.  Cools et al. (2007a)
reported that athletes with impingement syndrome had
greater activity of the uT along with a decrease in activity of
the middle trapezius (mT).  Studies have also reported a
decrease in Sa muscle activity that can cause a reduction in
scapula upward rotation and protraction (ludewig and Cook,
2000; Cools et al., 2005).  In light of these findings of uT hyper-
activity and associated decreases in activity of the mT and Sa,

rehabilitation protocols for athletes with impingement typi-
cally include exercises that maximize activity in the mT and
Sa while minimizing activity in the uT. 

Several studies have analyzed the effectiveness of commonly
prescribed scapular strengthening exercises relative to total
muscle activation, (ekstrom et al., 2003; moseley et al., 1992;
Padua et al., 2004) while other researchers have compared
these exercises in relation to intra-muscular activity ratios
(ludewig et al., 2004; Cools et al., 2007b). most commonly,
researchers have focused on exercises that target specific
muscle function (i.e. dumbbell rows to target scapular retrac-
tors, and push-ups with a plus to target scapular protractors)
(ekstrom et al., 2003; ludewig et al., 2004; Padua et al., 2004;
Cools et al., 2007b). although these studies demonstrate the
effectiveness of specific exercises aimed at targeting isolated
muscle function, they do not account for the multi-planar
activity of the upper extremity during functional movement
(Inman et al., 1996; Terry and Chop, 2000). 

Diagonal exercises following proprioceptive neuromuscular
facilitation (PNF) patterns require the simultaneous activation
and coordination of multiple muscle function to produce
movement, as is required during an overhead activity (Kisner
and Colby, 2002). The philosophy of this approach to exercise
is that the strong muscles of a diagonal pattern of movement
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facilitate the responsiveness of the weaker muscles. as the
overhead throw is an extremely complex activity, exercises
should be prescribed that meet the muscular demands.
because they facilitate integrated muscle function through a
wide range of scapular motion, PNF exercises might be best
suited to train the overhead athlete with shoulder impinge-
ment. However, studies comparing these diagonal exercises
to other commonly prescribed strengthening exercises are
lacking. 

The purpose of this study is to compare scapula muscle activ-
ity during various strengthening exercises. We hypothesized
that PNF patterns would not produce significantly different
recruitment of the Sa and mT when compared to the upright
row and push-up with a plus exercises, respectively. In addi-
tion, we hypothesized that scapular muscle activity ratios
during a PNF exercise would not be significantly different
than the ratios during an overhead throw. 

Methods

Participants

Ten healthy men and twenty women between the ages of 18
and 23 participated in the study (n=30, mean age 23±4 y/o,
mean height 1.69±0.16m, mean mass 72.6±15 kg). Prior to
enrollment in the study, subjects were screened for inclusion
and exclusion criteria. The inclusion criteria for this study
included: (a) no history of shoulder pain or injury within the
past six months, (b) no participation in a shoulder exercise
program in the previous six months, and (c) history of partic-
ipation in an overhead throwing sport at the high school or
intercollegiate level. The exclusion criteria included: (a) his-
tory of any surgery of the dominant shoulder, (b) history of
cervical spine injury, and/or (c) physician diagnosis of any
neuromuscular disease of the upper extremity. Subjects who
qualified for the study were scheduled to participate in two
sessions held over consecutive days. 

Day 1: Education Session

During the first visit, subjects read and signed the informed
consent form approved by the Institutional review board.
The purpose of the first visit was to train individuals to per-
form each exercise with correct technique and to determine
the appropriate weight that each would use during data col-
lection. Subjects viewed a short video demonstrating correct
completion of each exercise. all exercises were performed
with their dominant arm, defined as the person’s self-selected
arm which they would use to throw a baseball overhand a
maximal distance. Subjects were required to perform each
exercise correctly as determined by the study administrator.
a 10 repetition maximum (rm) was determined for each exer-
cise with the exception of the push-up with a plus exercise.

The 10 rm was determined as the maximum amount of
weight that could be held while ten repetitions were per-
formed. The weight from the 10 rm was then used the next
day during data collection. 

DAY 2: Data Collection
EMG Set-up

electromyographic (emG) activity was sampled at 2400 HZ
using Noraxon equipment (Noraxon Inc, Scottsdale, aZ.) to
measure muscle activity for the Sa, uT, mT, and lower trapez-
ius (lT) muscles during each exercise. each set of bipolar
recording electrodes from each of the four muscles was con-
nected to a Noraxon myosystem 2000 electromyographic
receiver. all raw myoelectric signals were preamplified (over-
all gain, 1000; common-mode rejection ratio, 115 db;
signal-to-noise ratio, <1 µV rmS baseline noise, and filtered
to produce a bandwidth of 10-1000 Hz). 
To reduce the impedance during data collection, the areas
where electrodes were placed were shaved of any excess hair,
if necessary, and then debrided with an alcohol pad.  elec-
trode placement for the Sa was on the eighth rib, two
centimeters anterior to the mid-axillary line (basmajian and
Deluca, 1985). The uT electrode was placed on the superior
aspect of the shoulder, on the palpable mass of the trapezius.
The mT electrode was placed at the level of T2, at the mid-
point between the medial side of the scapula and the
vertebrae and the lT electrode was placed at the level of the
inferior angle of the scapula, midway between the spine and
the medial border of the scapula. When electrode placement
was complete, each subject performed a maximal contrac-
tion to get the 100% maximum voluntary isometric
contraction (mVIC) for each muscle using standard manual
muscle test procedures (Kisner and Kolby, 2002). 

Exercise Data Collection

muscle activity was recorded during five repetitions of each
exercise consecutively, followed by a one minute break
before beginning the next exercise. The speed of the motions
was regulated using a metronome. For each exercise, one rep-
etition lasted for two seconds.  The order of testing was
randomized. The exercises that were performed were a
seated row, a push-up with a plus, PNF pattern D1 flexion,
and PNF pattern D2 flexion. 
a video camera was used to synchronize the exercise move-
ments with the emG for analysis purposes. The upright row
exercises were performed using a biodex (biodex medical Sys-
tems, Shirley, Ny) cable column and pulley system to provide
resistance. all other exercises used hand held dumbells for
resistance. The push-up exercise was performed without any
additional load. 
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Seated Row. The seated row was performed with the subject
sitting on a stable surface, with the feet flat on the floor. The
resistance from the cable column was applied directly at the
level of the chest, and the starting position was with the sub-
ject sitting upright with the arms fully reached out in front of
them with the hands placed directly next to the cord on the
exercise bar. a single repetition consisted of the subject
pulling the bar in to the chest, emphasizing scapular retrac-
tion at the end range.

Push-up Plus. The push-up with a plus was performed on
the floor, using the subject’s body weight as resistance. The
starting position was with the subject supporting their body
weight on their arms, hands directly below the shoulders,
and elbows flexed. They then pressed up and gave an extra
protraction motion at the end when the elbows were fully
extended to complete the repetition.

PNF d1. The PNF D1 flexion began with the shoulder
abducted, shoulder fully internally rotated, elbow extended,
forearm pronated and wrist extended. The motion began
with wrist flexion, shoulder external rotation with forearm
supination, then shoulder adduction and flexion to the finish-
ing position where the arm came to a line directly through
the nose. 

PNF d2. The PNF D2 flexion pattern began with the hand in
front of the contralateral anterior superior iliac spine, with the
shoulder fully internally rotated, elbow extended, forearm
pronated and wrist flexed. The motion consisted of wrist
extension, shoulder external rotation and forearm supination,
followed by shoulder flexion and abduction to the finishing
position with the arm directly in line with the starting posi-
tion.  

overhead Throw: after each exercise was performed, a
throw was performed to compare muscle recruitment ratios
to a common functional activity often seen in impingement
patients. The throw was performed with a tennis ball, thrown
approximately 20 feet. The subject was instructed to throw at
about 50% of their maximal throw strength, and this was per-
formed five times. 

Data Analysis

emG data was collected from the uT, mT, lT, and Sa for each
exercise. before analyzing the data, it was rectified, filtered,
and normalized to the mVIC for comparisons. a butterworth
filter was used with a high pass filter set at 30 hz, and a low
pass filter set at 350 hz.  The average muscle activity during
each repetition was determined using Noraxon Software.
muscle activity ratios were calculated by dividing the normal-
ized average activity between the appropriate muscles
(uT/mT, uT/lT, mT/lT) for each trial. 

Statistics

means and standard deviations were determined across sub-
jects within each exercise for each individual muscle (Sa, uT,
mT, lT) as well as the muscle ratios. Differences in muscle
activity between each exercise were analyzed with four, one-
way analysis of variances (aNoVa) with repeated measures.
In addition, repeated measures aNoVas were used to com-
pare the muscle activity ratios during the PNF exercises and
the throwing activity.    In the presence of a main effect, a post
hoc analysis was performed using a bonferroni procedure.  all
statistical analysis was performed with the Statistical Package
for Social Sciences (SPSS) version 16. alpha was set at 0.05.

Results:

Average EMG activity 

after analyzing the data, there was as a significant main effect
in comparisons of mT activity during each of the four exer-
cises (P<0.001).  using the post hoc bonferroni’s procedure, it
was demonstrated that the D2 flexion diagonal elicited sig-
nificantly more mT emG activity versus D1 (P<0.001), the row
(P=0.018), and the push-up with a plus exercise (P=0.012). mT
activity was significantly lower in the D1 versus the row
(P=0.005) (Table 1). The row and push-up with a plus had sig-
nificantly lower uT activity as compared to both PNF patterns
(P=0.001, D1 and P=0.008, D2).  lT activity was relatively low
during the D1, D2, and push-up with a plus exercise with only
the row exhibiting significantly higher activity levels
(P=0.0034). regarding Sa muscle activity, no significant differ-
ences (P=.068) were present between the PNF patterns or the
push-up with a plus exercise.  However, Sa muscle activity
was significantly lower during the row exercises versus both
PNF exercises (P=0.005)(Table 1).  
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Muscle Ratios

There were significant main effects for uT/lT (P<0.0001),
uT/mT (P=0.008), and mT/lT (P=0.001) between the various
exercises.  Post hoc analysis revealed significantly higher
uT/lT ratios for the D1 and D2 flexion exercises versus the
throw (P=0.005 and P<0.001, respectively). D2 flexion elicited
the highest uT/lT ratio versus the throw which demonstrated
the lowest uT/lT activity (Figure 1). There was no significant
difference between D1 and D2 for the uT/lT ratio (P=0.54). 

Post hoc analysis for uT/mT suggested significantly higher
activity during D1 flexion versus throw (P=0.02).  There was
no significant difference in uT/mT activity during D2 (P=0.34)
versus the throw or versus D1 (p=0.45) (Figure 2). Post hoc
analysis for mT/lT showed significantly higher activity during
D2 versus D1 (P<0.001) and during D2 versus throw
(P=0.031).  There were no significant differences in mT/lT
activity between D1 and throw (P=0.67)( Figure 3).   

discussion

Scapular muscle training is an essential part of progressive
shoulder rehabilitation and injury prevention exercise pro-
grams (Cools, 2007b). as the identification of the specific
muscle recruitment patterns during an activity provide a sci-
entific rationale for their use, various researchers have
investigated the activation patterns of the shoulder muscles
during different types of exercises. although various exer-
cises effectively recruit the scapular muscles, researchers
have yet to suggest a single exercise that recruits muscles in
a pattern similar to a common overhead activity such as
throwing (burkhart, 2003). our study investigated the effects
of PNF exercises on scapular muscle recruitment.  

These findings support our primary hypothesis that perform-
ing PNF patterns will effectively recruit isolated muscles with
the same intensity as exercises that target specific muscle
function. However, contrary to our secondary hypothesis

these results suggest that performing PNF patterns does not
result in similar activity ratios to those elicited by a functional
activity such as an overhead throw. Previous research has
shown comparable benefits of PNF patterns in regards to
muscle recruitment and recruitment ratio changes (Padua et
al., 2004). The results of this study might allow us to consider
the use of PNF patterns as a recruitment regiment based on
the significant activity levels found in multiple muscles. How-
ever, clinicians should not assume that the synergistic activity
of the scapular muscles mimic that of an overhead functional
activity.    

When comparing the recruitment of the mT, these findings
demonstrate that the D2 flexion pattern recruited greater mT
activity compared to both the D1 pattern and the seated row
exercise. This suggests that when attempting to target the
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mT muscle, the D2 pattern will recruit more mT activity than
doing a seated row or performing the D1 flexion pattern. In
addition, the D2 pattern elicited significantly high Sa activity.
None of the other exercises were able to simultaneously
recruit Sa and mT at such significantly high magnitudes. This
is an important finding because, in athletes with shoulder
impingent, one of the primary rehabilitations goals is often
to improve mT and Sa recruitment.  Cools et al.(2007b) sup-
ports this contention as they report that neuromuscular
recruitment of these muscles may be diminished during
shoulder impingement pathology, further indicating that
scapular neuromuscular reeducation is an important aspect
of treatment.

one of the important aspects of the incorporation of PNF into
an orthopedic treatment program is the expected ability to
reproduce similar recruitment patterns as that seen during a
functional activity; i.e. throwing a ball for overhead athletes.
Previous researchers have reported that muscle ratios are
altered in patients with impingement syndrome (Cools et al.,
2007a).   In particular, the relationship between uT to lT
(uT/lT) has been reported to be of particular importance. our
findings suggest uT/lT ratio was found to be significantly
higher between D1 and the throw, and D2 and the throw. Pre-
vious research has shown that a lower ratio of uT/lT is
desirable in rehabilitating impingement syndrome, but this
higher ratio may have been due to low activity in the lower
trapezius rather than over activity in the uT, which is the prob-
lem seen in athletes with impingement (ekstrom et al., 2003).
Cools et al.(2007a) found that the uT/lT ratio was the most
significant ratio when comparing healthy shoulders to shoul-
ders of athletes with impingement syndrome. 

although not all of the data in this study showed optimal
muscle recruitment for impingement rehabilitation, it seems
that PNF exercises may have some beneficial effects if moni-
tored correctly. Further research must be done to determine
if altering PNF patterns can decrease the ratios between
trapezius recruitment, and still target the appropriate mus-
cles. a previous study by Shimura and Kasai (2002)
determined that just placing the upper extremity in a PNF
position elicited greater motor evoked potential amplitude
and decreased motor evoked potential latency during a wrist
extension exercise.  Therefore, exercises performed within a
PNF position may help to recruit muscles more effectively,
and if these exercises were performed in a limited range, or
simply in an alternate position within the PNF range, the
ratios may be closer to the desired value. 

Conclusion

Previous research has shown discrepancies in muscle recruit-
ment between healthy subjects and patients with shoulder
impingement in scapular muscles. This study investigated
recruitment quantity in straight plane exercises and PNF diag-
onal exercises in healthy subjects. PNF exercises
demonstrated adequate recruitment in key muscles for
impingement rehabilitation, but muscle ratios need to be
monitored. our findings suggest that PNF patterns might
elicit too much uT activity for use in a pathologic population.
However, further research must be conducted to determine
if some form of PNF exercise should be utilized in the treat-
ment of shoulder impingement in the overhead athlete. 
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understanding the causes, prevention and treatment of osteoporosis (part 2):
detecting and diagnosing the disease 
adam Hawkey
research Centre for Sport, exercise and Performance, university of Wolverhampton, uK.

A b S T R AC T

osteoporosis is a multifactorial disease characterised by low bone mineral density (bmD), a
disruption of the normal bone architecture, and increased risk of fracture. Common sites of
osteoporotic fracture include the spine, hip, and forearm, with 1,150 people reportedly dying
each month in the uK as a result of hip fracture. Worldwide the incidence of hip fractures is
expected to more than triple from 1.66 million in 1990 to 6.26 million in 2050, while in the
european union an increase from 414 000 to 972 000 cases per annum is expected over the
next 50 years. osteoporosis is diagnosed clinically as a bmD of 2.5 standard deviations (SD)
or more below the average for the young healthy female population. Therefore, bmD meas-
urement is fundamental in assessing osteoporosis risk; comparable to measuring blood
pressure to predict stroke and substantially better than measuring serum cholesterol to pre-
dict cardiovascular disease respectively. bmD is most commonly measured, at the hip or
lumbar spine, using dual-energy x-ray absorptiometry (DXa). measurements at other sites
(primarily the heel and finger) using peripheral DXa or ultrasound is also possible, although
not considered as accurate. recently, other methods of analysis have become available,
including micro- computed tomography (microCT) and quantitative computed tomography
(QCT), which are able to better distinguish between trabecular and cortical bone. However,
DXa is currently considered the gold standard for bmD measurement as it is accurate, precise,
requires only a short scanning period, and has a limited radiation dose. The purpose of this
article (the second of a four-part feature) is to define osteoporosis and its parameters, discuss
the devastating impact is has on individuals and society, and explain the diagnostic methods
used to quantify bone density. 

K E Y  W o R d S

osteoporosis
bone mineral density
Densitometry
DeXa
DXa
radiation

ture, which results in reduced connectivity and integrity, ulti-
mately increasing bone fragility and fracture risk. Common
sites of osteoporotic fracture include, but are not limited to,
the spine, hip, and forearm. Wherever the site of fracture
though, bone pain and fragility often impact on an individ-
ual’s quality of life, with the National Institutes of Health (NIH)
describing the disease as devastating with significant physi-
cal, psychosocial and financial consequences (NIH, 2001). Hip
fractures are the most serious type of osteoporotic fracture
though, as they are especially disabling and can even cause
premature mortality, with the NoS reporting that 1,150 peo-
ple die in the uK each month as a result of hip fracture (NoS,
2010). To put this into perspective, the risk of a woman suffer-
ing a hip fracture is greater than the risk of developing breast
cancer (Pountney, 2007), and approximately 20% of those
who break a hip (estimated to be 70,000 in the uK alone) will
eventually die as a result of their fracture (Stone, 2007). also
of concern is the statistic that of those who sustain a hip frac-
ture only 40% of individuals will ever walk properly again
(Stone, 2007). approximately 50,000 hip replacements are

although believed to have been first described by French
pathologist lobstein in the 1820s, the negative impact of
osteoporosis on the health of the ageing population has
attracted serious attention in the clinical community in recent
decades, with the magnitude of the problem now being fully
appreciated. officially recognised in 1994 by the World Health
organisation (WHo), with what is now the internationally
accepted definition, osteoporosis is “a systemic disease char-
acterised by low bone mass and micro-architectural
deterioration of bone fragility and a consequent increase in
fracture risk” (WHo, 1994). osteoporosis literally means
‘porous bone’ and the disruption of the normal bone architec-
ture, primarily caused by increased or uneven bone
remodelling (see Hawkey, 2011; Journal of Sports Therapy  4,
1: 7), and is clearly visible in scans of healthy and diseased
bone (Figure 1).  While healthy, dense bone is strong and
heavy, porous bone is similar to a hard, dried-out sponge (Fig-
ure 2). The subsequent reduction in bone strength leads to a
much greater risk of bone fractures, even under small
amounts of stress. osteoporosis disrupts the trabecular struc-
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performed every year in the uK and 193,000 in the uS. Forty
million americans are estimated to have osteoporosis or
osteopenia with a subsequent increased risk of hip fracture
and the disease has an estimated cost to the uS economy of
$33.5 billion every year. The cost of each hip fracture in the
uK is estimated to be over £12,000, with some stating this is
as high as £24,000 when aftercare is also factored in (Sutcliffe,
2007).  Hip fractures made up the majority of the cost of
health and social care on osteoporosis treatment in 2000,
which approached £1.8 billion. Sutcliffe (2007) estimates that
this cost will increase to £2.1 billion in the very near future.
Worldwide the incidence of hip fractures is expected to more
than triple from 1.66 million in 1990 to 6.26 million in 2050,
while in the european union an increase from 414,000 to
972,000 cases per annum is expected over the next 50 years
(Kanis, 2002), representing both a huge personal and social
cost. 

detecting and diagnosing osteoporosis

Historically, measurement of bone mineral density (bmD) has
been viewed as critical to the early detection of osteoporosis
and it would appear that the lower the bmD, the higher the
risk of fracture, regardless of measurement site. It has been
reported that for each standard deviation decrease in bmD,
fracture risk increases by approximately 200-300% (anderson
& Delmas, 2002). The importance of bmD measurement in
assessing osteoporosis risk is comparable to measuring blood
pressure to predict stroke and substantially better than meas-
uring serum cholesterol to predict cardiovascular disease,
respectively (Hui et al., 1998; anderson and Delmas, 2002).
The most commonly used method of determining bmD is
from the bone mineral content (bmC); as bone mass is very
highly correlated to its mineral composition (see Hawkey,
2011 – JST 4(1)). by dividing the bmC (g) by the area of bone
being measured (cm2) a value of bmD (g/cm2) can be
obtained. This is not a density in the traditional/engineering
sense, that is, total mass divided by volume (g/cm3), but
instead an areal density of mineral, sometimes referred to as
abmD. While early observations of bmD were based on the
use of densitometry of plain x-rays (now considered an inac-
curate technique), clinical diagnosis of osteoporosis is
currently based on bmD measurement of the hip, and/or lum-
bar spine, using Dual energy X-ray absorptiometry (DeXa,
now commonly referred to as DXa: Figure 3). Developed in
the late 1980s, DXa is now widely available and is the estab-
lished method for diagnosing osteoporosis, non-invasively,
and for monitoring treatment outcomes (miller et al., 1996;
Williams and Daymond, 2003), with the osteoporosis Work-
ing Group of the South african medical association (2000),
stating that it is capable of measuring bone mass accurately
(i.e the reliability of the measurement) (4-8% error) and pre-
cisely (i.e. targeting the desired site) (1-3% error). DXa works
by differentiating the absorption of X-rays from two different
energies, enabling the determination of the amount of min-
eral in a designated area. DXa is also able to measure the
depth and composition of adjacent soft tissue to establish
levels of lean and fat mass; this is important as overlying
depths of fat, water, and air, and the thickness and composi-
tion of tissue surrounding the bone will have an effect on
measured bmD (laskey and Prentice, 1999). Conventional
practice is to scan the hip and lumbar spine, as these areas
provide the best available indicator of fracture risk at the
same site (marshall et al., 1996).  The site of measurement,
according to bianchi (2002), maybe important as certain
cases of osteoporosis, such as steroid-induced bone loss,
which primarily affect trabecular bone; therefore more easily
detected at the lumbar spine, due to the different ratios of tra-
becular and cortical bone in different regions (brandi, 2009;
Hawkey, 2011). To enable effective osteoporosis diagnosis,
values obtained from DXa techniques are compared to refer-
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ence data prescribed by the WHo (Kanis and Gluer, 2000).
according to the recommendations of the WHo working
group, osteoporosis is defined, in white women (the subpop-
ulation with the most available data), as a bmD of 2.5
standard deviations (SD) or more below the average for the
young healthy female population (WHo, 1994). This same
bmD value is being provisionally used for men, as data on
bmD and fracture in men remain scarce. The WHo working
group has recommended T-score cut-off values for hip and
spine measurements (WHo, 1994): T-scores of 1.0 or greater
are classified as normal with a low fracture risk; scores
between 1.0 and -2-5 are classified as osteopenia and come
with a moderate risk of fracture; while scores lower than -2.5
are classed as osteoporosis and carry a high risk of future frac-
ture risk (Figure 4). Special considerations are involved in the
use of DXa to assess bone mass in children. Specifically, com-
paring the bone mineral density of children to the reference
data of adults (to calculate a T-score) will underestimate the

bmD of children, because children have less bone mass than
fully developed adults. This would lead to an over-diagnosis
of osteopenia for children. To avoid an overestimation of
bone mineral deficits, bmD scores are commonly compared
to reference data for the same gender and age (by calculating
a Z-score: Figure 4).

measurements at other sites using X-ray or ultrasound sys-
tems are also possible. Peripheral instantaneous X-ray
imaging (PIXI: Figure 5) is a small, portable and relatively inex-
pensive alternative to DXa screening at the hip and spine;
primarily conducted at the heel, wrist, or finger. Values for the
calcaneous (heel bone: Figure 6) using the PIXI system are
slightly adapted from those of the hip and spine scores. T-
scores of >-0.6 are considered to be in the normal range, with
a value of 0 being the mean for a young adult population
between the ages of 20-50. The value can also be expressed
as a percentage of a normal score (with 0 equalling 100%). T-
scores between -0.6 and -1.6 are regarded as osteopenia, with
T-scores less than -1.6 being classified as osteoporosis (Figure
7). With the NoS (2002) stating that the average primary care
trust (PCT) in the uK, serving a population of 100,000, would
need to perform approximately 1000 scans per year (at a cost
of ranging from £70 - £200 per scan), and the PIXI scanner
costing between £10,000 – £15,000  (and each scan report-
edly costing as little as £5 per patient (lawrensen et al.,
2006)), the PIXI appears to be an acceptable and practical
alternative to DXa screening in the community . Several stud-
ies have compared devices for measuring bmD using
peripheral DXa at the heel with axial measurements. Some
have reported that calcaneal measurements discriminate rea-
sonable well between groups of osteoporotic patients
(Diessel et al., 2000; Fordham et al., 2000; langton and lang-
ton, 2000; Sweeney et al., 2002) and correlate fairly well with
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measurements at axial sites (Salminen et al., 2005). However,
some comparative studies have shown that it has only mod-
erate comparability with DXa; in one such study, 23% of
women who received an intermediate score on the PIXI were
found to have osteoporosis of the hip and spine following
DXa analysis (lawrensen et al., 2006). one reason for these
discrepancies could be because the heel is exposed to more
force than other areas of the body; potentially leading to a
bmD value that is not representative of the rest of the body
(see Hawkey, 2011; Journal of Sports Therapy  4, 1: 6 for infor-
mation on bone loading and remodelling). 

In addition to obtaining differing readings from different
anatomical sites, the type of DXa machine used can also
affect bmD measurement. Three companies manufacture
DXa machines (Ge Healthcare, Horogic, and Norland). These
machines are either pencil beam, which use a small angle
beam of X-rays moving across the region in a rectilinear
motion; or fan beam, which collect data using a wider angle

beam. While scan duration using the fan beam is significantly
reduced, radiation levels are increased (see information on
radiation later in article). recent advances (for example, those
on the lunar Prodigy and iDXa) now use a direct digital Cad-
mium Zinc Telluride (CZT), which reduces the magnification
inherent to wide-angle fan beams to a minimum; allowing for
faster scan times with lower radiation exposure (Ge Health-
care, 2008a; 2008b). magnification, machine calibration and
edge detection are all issues that need to be addressed with
regard to ensuring accurate measurements using the DXa
system Fewtrell (2003). It is important to consider that if a
patient is scanned using different machines on different occa-
sions that discrepancies may arise. one reason for this is that
Ge Healthcare machines are calibrated to ashed bone while
Horolgic  machines use hydroxyapatite for calibration; lead-
ing to the former giving bmD readings approximately 16%
higher (Fewtrell, 2003). as different DXa machines use differ-
ent algorithms to detect the bone edge, there is also the
possibility of over- or under-estimating bone mass. There is
also the potential for error with patients of different size or
‘thickness’; particularly relevant for scanning children (previ-
ously mentioned with regard to Z-scores), as machines are
generally calibrated to the adult patient (Fewtrell, 2003). also,
there are other variables in addition to age that are sug-
gested to confound the interpretation of bmD as measured
by DXa. one important confounding variable is bone size.
DXa has been shown to overestimate the bone mineral den-
sity of taller subjects and underestimate the bone mineral
density of smaller subjects. This error is due to the way by
which DXa calculates bmD. In DXa, bone mineral content
(measured as the attenuation of the X-ray by the bones being
scanned) is divided by the area (also measured by the
machine) of the site being scanned. The confounding effect
of differences in bone size is due to the missing depth value
in the calculation of bone mineral density. Despite DXa tech-
nology's problems with estimating volume, it is still a fairly
accurate measure of bone mineral content. methods to cor-
rect for this shortcoming include the calculation of a volume
that is approximated from the projected area measure by
DXa. DXa bmD results adjusted in this manner are referred to
as the bone mineral apparent density (bmaD) and are a ratio
of the bone mineral content versus a cuboidal estimation of
the volume of bone. like the results for abmD, bmaD results
do not accurately represent true bone mineral density, since
they use approximations of the bone's volume. bmaD is used
primarily for research purposes and is not generally applied
in clinical practice.

While bone densitometry measures have long been the stan-
dard technique to assess bone health and provide
information regarding osteoporotic fracture risk, clinical
research has indicated that bmD may only partly explain
bone strength and highlights limitations when quantifying
fracture risk and assessing any changes or responses to a vari-
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ety of therapies (bouxsein, 2008; brandi, 2009). DXa is limited
to areal measurements of bmD, which has been described as
problematic to elucidate the effects of bone physical size and
special variations in remodelling zones, such as cortical and
trabecular bone (macNeil and boyd, 2007). There is increasing
evidence that other factors such as bone architecture,
turnover, damage accumulation, and mineralisation – termed
in combination as bone quality – play an important role in
assessing the risk of fracture (macNeil and boyd, 2006; muller,
2002). bone macrostructure can be quantitatively assessed
by DXa and computed tomography (CT), in particular volu-
metric quantitative computed tomography (vQCT). The
microstructure of trabecular bone can be assessed using high
resolution CT (hrCT), micro CT, high resolution magnetic res-
onance (hrmr), and micro mr. other techniques such as
quantitative computed tomography (QCT) and microCT offer
more detailed three-dimensional measurement of bone
health (Thomsen, 2005), with Zanchetta et al (2003) stating
that these volumetric assessments of bmD (vbmD; g/cm3)
enables distinguishing between the aforementioned trabec-
ular and cortical compartments. Genent et al (2008) explain
that vQCT, hrCt and hrmr are generally used for in vivo analy-
sis, while micro CT and micro mr and primarily applied to in
vitro investigations. Kalpakcioglu et al (2008) state that inves-
tigating bone fragility, defining skeletal responses to
innovative therapies, and assessing biomechanical alter-
ations have all been advanced using these sophisticated

imaging techniques. brandi (2009) reports that while sepa-
rate analysis of the trabecular and cortical components is
afforded using QCT, the analysis of cortical bone is of partic-
ular importance to fracture risk estimations; evidenced from
its utilisation in several clinical trials (black et al., 2003; 2005).
Peripheral QCT is also useful, providing a three-dimensional
assessment of the structure and geometric properties of the
appendicular skeleton with lower radiation exposure
(Fewtrell, 2003). However, despite these emerging technolo-
gies, the use of DXa, and its ability to quantify bmD, is still the
most commonly used method of assessing bone health and
still widely accepted by medical professionals. Despite the dif-
ferences in dimensionality, the areal bmD of DXa has been
shown to correlate well (r2 = 0.69) with volumetric bmD, as
assessed by Hr-pQCT, improving to r2 = 0.69 when non-
dimensional bmC was assessed (macNeil and boyd, 2007).
one advantage of DXa over other technologies is the rela-
tively low radiation dose it emits. While radiation is all around
us, naturally present in the air we breathe, the food we eat,
the water we drink, and in the construction materials used to
build our homes, exposure to excessive amounts can be seri-
ously damaging to our health, even fatal (united States
Nuclear regulatory Commission (uSNrC), 2011). The relative
radiation exposure risk from DXa is very low, with values
approximating 0.02 - 5 microsieverts (µSv) for the whole body
and 0.4 - 4 µSv for the lumbar spine; this compares to 5 - 30
µSv for dental X-rays (brenner and Hall, 2007), 12 - 20 µSv for
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a chest x-ray and 80 µSv for a transatlantic return flight
(Fewtrell, 2003). To put this into an everyday perspective, the
amount of background radiation received in an average day
in the uK is 10 µSv, while eating approximately three bananas
is reported to register at 0.3 µSv; equivalent to some DXa
measurements (Figure 8). CT scans of the brain (0.8 - 5 mSv)
and the chest (6 - 18 mSv) expose the patient to much greater
radiation levels (Van unnik et al., 1997) and are therefore not
routinely used for analysis. according to Conradie (2003), a
single screening test for bmD is recommended, which should
be accurate, require a short scanning period, have the ability
to predict fracture risk and have a relatively low radiation
dose. These criteria are currently best met by DXa; indicative
of the fact that DXa is currently the most commonly used
diagnostic method/technique, with many referring to it as
the ‘gold standard’ for the clinical assessment of fracture risk
(Cummings et al., 1995; macNeil and boyd, 2007). 

osteoporosis is a multifactorial disease characterised by low
bone mineral density (bmD), a disruption of the normal bone
architecture, and increased risk of fracture. It is a devastating
disease with significant physical, psychosocial and financial
consequences. With shocking statistics, such as 1,150 people
dying in the uK each month as a result of hip fracture, and
women being more at risk of suffering a hip fracture than that
of developing breast cancer, the effective diagnosis, preven-
tion, and treatment of osteoporosis, becomes a public health
priority. It would appear that the measurement of bmD,
through the gold standard of DXa, is crucial in the reduction,
if not negation, of this disease. However, identifying those suf-
fering from the disease is one thing, identifying those at
greater risk (through genetic disposition or lifestyle choices)
is another matter. Therefore, in the third instalment of this
four part feature, the major risk factors for reducing bmD and
causing osteoporosis will be discussed as will the lifestyle
modifications we can make to improve our bone health
throughout the course of our lives.
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David Jenkins
university College birmingham, uK. 

INTRodUCTIoN

at the conclusion of the third part of this series, research Concepts and methods – 3, I pointed to the first of four combinations
of research methodology constructs, that of quantitative outputs for analysis generated via statistical methods directly from
quantitative data inputs. This article offers an overview of the nature and characteristics of this type of research, and also out-
lines some of the major considerations that need to be addressed before embarking on any data collection for such work. I
am not attempting to describe or explain individual quantitative or statistical methods – there are myriad textbooks (see my
short list of recommended texts below), available at all levels of study for these purposes – my aim here is to outline the main
underpinning concepts relating to quantitative inputs and outputs; and, for convenience, and within the context of this, I also
use the terms statistics and quantitative inputs and outputs interchangeably. With this in mind, I set out below the following
sections: a closer examination of the statistical utility framework illustrated in the previous article (research Concepts and
methods-3 Journal of Sports Therapy Vol. 3 Issue. 3); an introduction to the main parameters for testing hypotheses; the rela-
tionship between samples and populations; and some concluding remarks.

The statistical utility framework

It is useful to think about the range of available basic statisti-
cal techniques as being organised into three groups or
families of models each with its own generic purpose, but not
ignoring that there are often degrees of overlap between
them, and also sometimes analytical contingencies that bring
together different elements from each of them. For example,
the concept of the mean number in a normally-distributed
survey sample allows for the separation of that distribution
into standard deviations that, in turn, allow the probability
estimations that are often central to making generalisations
about populations from samples. effectively, the mean and
standard deviation are descriptive statistics, and generalisa-
tions from samples are inferential statistics. However, the real
benefit accruing to the researcher from the statistical utility
framework comes from the guidance it offers when design-
ing methods frameworks. and, at this point I would stress the
all-important difference between methods construction and
methodology. method constructions are designed before the
research commences, in fact research processes cannot com-
mence without them; whereas methodologies, being the a
posteriori study of how the research techniques employed
unfolded, must logically be constructed only when the
research has been completed, and then arguably written ret-
rospectively. Therefore, the utility framework is intended to
assist the research design by delimiting certain types of out-
comes, and allowing the researcher to make related decisions
about the type of organised data that is required to factor
into the models in order to generate these different out-
comes. For example, there is little point in designing a
questionnaire where the questions are set to generate
responses which are couched in dichotomous or ordinal rank-

ing terms, and then attempt to build a regression model from
the resultant data; or, hope to construct an inferential model
based on any data that are not continuous in nature. equally
important is the danger of employing overkill with generated
data: if you only wish to show an average response or median
position with a range of numerical data, straightforward
descriptive use of statistics is not only adequate, but can
often be much more effective in communication, and power-
ful in message, than obfuscating results, by, for example, in
an attempt to unnecessarily correlate or regress subsets of
the collected data. on the other hand, if, in the example
above the researcher sets out to establish an overall mean sta-
tistic from the data, and also wants to contrast and compare
say male and female responses against the overall mean, and
with each other, or even male and female responses relative
to age groupings, within each of these subsets, then t tests or
analysis of variance tests using the same data may also be
options. again, to reinforce the point, the proposed analytical
framework and associated choice of technique, must pre-
determine the type of data to be collected, and the statistical
utility framework can therefore be employed as a departure
point for methods construction in general, and raw data col-
lection considerations in particular. (Please see Research
Concepts and Methods -2 in the Journal of Sports Therapy Vol. 2
Issue. 2).

Parameters for testing hypotheses

once the decision has been made to employ either inferential
or associative and predictive techniques for the analysis of
organised data, there are two further considerations for the
researcher: establishing a hypothesis together with a null
hypothesis; and deciding on a suitable, and perhaps also
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acceptable, confidence level for the testing of results. In
terms of the hypothesis and null hypothesis, researchers are
more often than not looking either to substantiate a claim as
basis from which further enquiries into the subject area can
begin, or alternatively, establish some evidence which sug-
gests that there is not enough evidence for pursuing the
enquiry. The two types of hypotheses are formally known
either as Ho for null hypothesis and Ha for alternative hypoth-
esis, or sometimes with numerical subscripts respectively as
H0 and H1. The generally-accepted language pertaining to
these is either ‘there is not enough statistical evidence to
reject (or refute) the null hypothesis’, which means there is
not enough evidence to suggest a statistically significant ‘dif-
ference’, ‘effect’, ‘movement’ ‘change in outcome’ or some
other  noticeable behavioural shift within or between the
data sets under review……; or there is enough statistically
significant evidence to reject the null hypothesis and there-
fore there maybe evidence to support an alternative
hypothesis. Note the use of the term  ‘significant’ which is
explained below, and  also the  conservative and cautious
tone of the phrases.
With the hypotheses set out, the second initial consideration
relates to confidence. and, in turn, any confidence level has
an error counterpart, sometimes denoted as alpha (α). The
easiest way of handling this aspect of statistical testing is to
think of both components adding up to 100%. So, if is
decided that a margin of error of up to 10% is acceptable in
order to reject the null hypothesis, and therefore move for-
ward with an alternative hypothesis, the confidence level
would be automatically set at 90%, a margin of error of 5%
would accompany a 95% confidence level, and if 99% is
sought then the error margin would be 1% and so on. The
error margin is always reflected in the majority of available
statistical software packages1 as a probability number, usually
as a decimal fraction (0.10 for 10%, 0.05 for 5%, and 0.01 for
1%), and id denoted by ‘p’, so a p value expressed as p < 0.05
means that the probability of error in rejecting the null
hypothesis is only accepted when the researcher is looking
for 95% confidence in results obtained, by knowing that
there is only a maximum 5% error, or probability, that the
results could have been obtained by chance alone.

of course, if the results show a 0.05001 p value, the
researcher will have to make a subjective decision whether
to accept this as enough evidence to reject the null hypothe-
sis, and accept a confidence level of 94.999%, or not.

The setting of confidence levels is then always a matter of the
researcher’s judgment, and there will always be different
demands made of the margin of error. For example, it may be
perfectly acceptable for a sports therapist who is testing for
a difference in performance between men and women on a
given exercise, to accept a p value of up to 10%  and therefore
be happy with a 90% confidence level. on the other hand,

the same researcher may wish to test the beneficial effects of
a new treatment to a specific injury by performing a ‘before
and after ‘paired t test, and would demand a much lower mar-
gin of error, say 1%, especially if the suggested treatment
were to become generally accepted in practice.

Finally, in this section, it is important to return to the all-
important term ‘significant’. In statistics this does not mean
important or worthy of note. It is usually accompanied by the
word ‘statistically’, and when the term statistically significant
is used, it is accepted that any ‘observed effect is so large that
it would rarely be occur by chance’ (moore, 2000:194). So, in
order to reject any null hypothesis during testing, or use the
null hypothesis to substantiate the existence of no difference
between observed variables, then we seek statistically signifi-
cant p values from our testing, at whichever level of
confidence is deemed contextually appropriate.

The relationship between samples and populations
Statistics relate to samples, and parameters relate to popula-
tions. We use samples in order to make observations and
offer generalisations about populations. Sometimes, we will
not even know the size of the population, but as some statis-
tical techniques are so powerful, we can still confidently
make useful observations about some of its numerical char-
acteristics. This is due to the power of sampling. There is
much discussion and advice offered about this topic in most,
if not all, the available text books, and as above it is not inten-
tion to offer any instruction or illustration as to the selection
or justification of types or sizes of samples. However, I will
offer two important  and interrelated considerations: sample
size and sample representativeness.

It is not uncommon for a student or an experienced
researcher to find themselves confronted by the problem of
sample size. This is usually the case after the decision has
been made in terms of type of sampling ( convenience, strat-
ified, cluster, random etc…). How many questionnaires are
needed? How many observations? How many opinions? The
problem is that although there are various formulas very
clearly offered in many texts in order to calculate an appropri-
ate sample size for a given population, they are often of little
use. This because we may not know the size of the popula-
tion, and if we do, many calculations based on the known
parameter will often generate an impracticable number in
relation to the time and other resources available to the
researcher. a more manageable approach is to consider the
potential margin of error of sample (this is different to the  p
or alpha values in statistical significance discussed above)
you are prepared to accept, and then to plan to conduct
repeated  samples of a more manageable size. a good exam-
ple of this can be taken from politics. every five years or so in
the united Kingdom (uK), we have a General election to
determine and elect a set of politicians, who are organised
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into political parties. The are nearly 45 million potential voters
in the uK (45,000,000), and political analysts, television pun-
dits, and whole range of other interested parties, who are
keen to be able to forecast how many ‘parliamentary seats’
each party will win, and therefore predict which party will
form the next government. you may be surprised to know
that the  professional pollsters (marketing statisticians),
choose a sample size of just 3,000, or one for every fifteen
thousand potential voters, and work with a sample margin of
error of about 5%. Their results are surprisingly accurate, and
there are two reasons for this: the use of standard error and
the diminishing utility of increasing the sample size. The stan-
dard error (Se) is calculated by dividing the standard
deviation of responses by the square root of the size of the
sample ( Se = sd/√n ).
The diminishing utility of increasing the sample is set out in
the figure 1 below. Here randomobservations of a variable
between 0 and 100 from an unknown population with a
mean of 50 and two standard deviations, at a 95% confidence
level. The salient point to note is that even major increases in
sample size have relatively small impacts on acceptable
spreads of observations. For example, in the table in Figure 1
below, notice that more than doubling the sample size from
400 to 900 moves the standard error from 0.75 to 0.50, but
only achieves a 1% reduction in the accepted margin of error;
from between 48.50 and 51.50 for the sample of 400, to
between 49.00 and 51.00 for the sample of 900, So, by more
than doubling the sample size, there is only a single digit
reduction of the acceptable spread. With this in mind, it is
often more useful to repeat smaller sample sizes, and then
take a mean reading of the resultant means (even if the pop-
ulation is not known), than to aim for a much larger one-off
sample size relative to a known population. This is because

repeated sample means will more ever closer to population
mean, even if that mean is not known!

In terms of representativeness, we are again presented with
a problem, this time in the form of a paradox, which is nicely
described by Derek rowntree, and as quoted in the second
article of this series

The problem has been called the ‘paradox of sampling’.
a sample is misleading because unless it is representa-
tive of the population; but how can we tell it is
representative unless we already know what we need
to know about the population, and therefore have no
need of samples? (rowntree, 1991:23) (Italic emphasis
added)    

The answer is that there is no answer to the paradox, other
than to consider statistical alternatives, such as the standard
error - repeated sample method described above.

Concluding remarks

I have attempted here only to have alerted the sports thera-
pist researcher to some of the central features which
contribute to the nature and characteristics of quantitative
input-quantitative output analysis. It is up to individuals to
make up their own minds as to which models and tech-
niques to employ in their research, but in doing so they will
always be charged  with the methodological  responsibility
of explaining and justifying their choice of statistical model-
ling and analysis. I hope that some of the foregoing
commentary will at least assist in this very important task.

In the next part of the series I will examine some of the main
features and problems associate with quantitative input and
qualitative output modelling
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The characteristics of professional and semi- professional football players 
following off-season and pre-season training periods
Julian Smith1 David morrison2

1School of Sport, Performing arts and leisure, university of Wolverhampton, uK. 2Sheffield united Football Club, Sheffield, uK. 

A b S T R AC T

The current was a within and between group repeated measures comparison of the performance
of professional and semi-professional football players following off-season and pre-season training
periods on a battery of fitness tests. Following ethical approval, 23 professional and 16 semi-profes-
sional male football players completed informed consent and medical questionnaires. Participants
completed two testing sessions, immediately following the off-season and 6-week pre-season train-
ing periods. a mixed design group (playing level) by time maNoVa indicated an effect for
differences in performance over time (Wilks lambda 7,28 = .20, P < .01, Partial eta2 = .90)  and an
interaction effect for differences in performance over time by playing level (Wilks lambda 7,28 = .20,
P < .01, Partial eta2 = .80). univariate follow-up tests indicated effects for differences over time in
body fat (F 1,44 = 54.62, P < 0.01, Partial eta2 = .62), 15m sprint time (F 1,44 = 67.96, P < 0.01, Partial
eta2 = .67), anaerobic endurance (F 1,44 = 18.17, P < 0.01, Partial eta2 = .35), and the yIeT (F 1,44 =
46.98, P < 0.01, Partial eta2 = .58). Interaction effects were indicated for differences in body fat (F
1,44 = 25.78, P < .01, Partial eta2 = .43), 15m sprint time (F 1,44 = 71.36, P < .01, Partial eta2 = .68),
anaerobic endurance (F 1,44 = 5.32, P = .03, Partial eta2 = .14), and agility (F 1,44 = 5.78, P = .02, Par-
tial eta2 = .15), over time by playing level. With the exception of 15m sprint time, all interaction
effects were due to the greater improvements over time of the semi-professional players. Pre-season
training programmes may lack sufficient specificity to illicit adaptations in certain key fitness com-
ponents. Consequently, football players may be commencing the playing season without the
necessary levels of conditioning.

K E Y  W o R d S

Football.
off-season.
Pre-season training.
Fitness testing.
Professional.
Semi-professional.

Introduction

Football can be classified as an aerobic or endurance sport
encompassing short periods of intense anaerobic activity
throughout the ninety minutes of a game (Svensson & Drust,
2005).  Professional outfield players cover distances of 9 – 14
km and make 1000 – 1400 changes of direction during the
course of a game (bangsbo, 2003; mohr et al., 2003). The
majority (85%) of a game involves low intensity activity (60%
walking, 25% jogging), 10% of a game involves high intensity
activity (6.5% running, 2.0% high speed running and 0.5%
sprinting), whilst approximately 5% of time is spent standing
still (bradley et al., 2009). The duration of each sprint tends to
be short, with approximately 50% of sprints being shorter
than 10m and approximately 95% of sprints being less than
30m (Stolen et al., 2005). although the majority of game time
is spent in low intensity activity, it is the high intensity activity
that occurs at crucial times during the game (Carvalho, 2004).
Due to these varied physiological demands, football players
require high levels of aerobic and anaerobic endurance,
speed and agility (reilly, 1996). low levels of body fat may
also be beneficial to football performance (ostojic, 2003).
Improvements in these fitness components have been shown
to improve football performance in relation to distances cov-

ered during a game, level of work rate intensity, number of
sprints and the degree of involvement with the ball during
the game (Helgerud et al., 2001).

The characteristics of football players have been shown to dif-
fer depending on their playing level. For example, elite
players may demonstrate significantly greater Vo2max values
in comparison with non-elite players (metaxas et al., 2000),
and this results in elite players covering greater distances at
a greater intensity during match play (mohr et al., 2003). This
ability to cover a greater distance at a higher intensity may be
the most notable difference between elite and non-elite play-
ers.  International level players have been reported to cover
a 28% greater distance in high intensity running than lower
level professionals (2.43km and 1.9km respectively) and a 58
% greater distance sprinting (650m and 410m respectively)
(mohr et al., 2003). It has also been suggested that agility is
an important factor in differentiating between elite and non-
elite players (Gil et al., 2007).

Whilst the physiological preparation of football players aims
to maintain an optimal level of fitness over the course of a
season, fluctuations in both volume and intensity of training
can impact on fitness and performance (bangsbo, 2003). Dur-
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ing the competitive season games are played on average
twice a week and training focuses primarily on speed, tactical
and technical improvements (bangsbo, 1996). The conse-
quent lack of general conditioning training may lead to
significant reductions in fitness levels towards the end of the
season (mohr et al, 2005; Casajus 2001; & roi et al, 1993). The
competitive season is followed by an off-season period that
lasts approximately eight weeks and acts as a players holiday
period with no organised club training or matches. This
abrupt interruption of training and the resulting passive rest
has been found to lead to detraining and a loss fitness gained
from the previous 10 months hard work (aziz et al, 2002). Fol-
lowing the off-season period there is an intense 5 – 7 week
period of pre-season training which forms the basis for the
conditioning of the professional and semi-professional foot-
ball player (reilly, 1990). The pre-season training phase is
crucial to the entire training year as it is used to develop the
general framework of physical conditioning for the competi-
tive season (bangsbo, 2003). The pre-season period may be
broken down into two phases; general and specific. The gen-
eral phase involves high training volumes in order to develop
aerobic endurance, and the commencement of strength
training programmes to facilitate future explosive (sprint &
agility) work.  The specific phase represents a transition
towards the competitive season as training becomes more
specific to match play (bompa, 1999). This transition involves
a shift towards more high intensity aerobic exercise, speed,
speed endurance training and friendly matches (bangsbo,
1996).

There is contradictory evidence relating to the effectiveness
of pre-season training. Significant improvements in Vo2max
have been reported following pre-season training, and this
has been attributed to the emphasis placed on aerobic
endurance exercises during this period (bangsbo, 2003; aziz
et al., 2002) and the relatively low level of aerobic endurance
of the players following the off-season period (Islegen and
akgun, 1988). Positive changes in body fat percentage follow-
ing pre-season training have also been reported (Hoshikawa
et al., 2005). Conversely, it has been suggested that the pre-
season period is neither long nor specific enough to illicit the
specifically required physiological adaptations (rebelo and
Soars, 1997). The emphasis placed on aerobic endurance exer-
cises may result in a lack of improvement in fitness
components such as anaerobic endurance, football specific
intermittent endurance performance, and linear sprint per-
formance. Greater improvements in these fitness
components have been reported during the competitive sea-
son in comparison with pre-season, and this has been
attributed to the relative lack of specificity of pre-season train-
ing (aziz et al., 2002; rebelo and Soars, 1997; mercer et al.,
1997). as a result, players may begin the competitive season
without the levels of fitness required for maximal perform-
ance. more recently, football specific small-sided games have

been found to be a useful training tool to elicit the required
physiological adaptations for football performance. Small-
sided games may provide the necessary training intensity in
addition to the specificity that may otherwise be lacking in
pre-season training, and may also improve the motivation of
the players (bangsbo, 2003; Hoff et al., 2002; mcmillan et al.,
2005). maximal heart rates of approximately 90% have been
reported when using both 4 v 4 and 8 v 8 small-sided games,
and this compares favourably with the heart rate response to
more traditional 4 x 1000m interval runs with a 2.5 minute
recovery between each run Sassi et al. (2004). This level of
training intensity is in line with the range of 80 – 90 % of max-
imal heart rate recommended by bangsbo (2003) for the
improvement of aerobic capacity in football players. Whilst
small-sided games may therefore be useful, small changes in
the way the games are structured, for example the size of the
pitch, number of players, duration of the game, and the rules
used, can significantly alter the training stimulus provided
(aroso et al., 2004).

The importance of assessing the physical characteristics of
football players following the off-season and pre-season peri-
ods has been highlighted bangsbo (2003), and this has
traditionally been achieved through the administration of a
battery of fitness tests. a test battery must contain tests that
reflect the demands of the sport (Gratton & Jones, 2004), and
wide a range of tests to assess the key fitness components of
aerobic and anaerobic endurance, speed and agility have
been reported in the football literature. In terms of aerobic
endurance, the yo-yo Intermittent endurance Test (yIeT) has
been frequently used as it simulates the intermittent nature
of game play (barnes, 2007). It may also be a more suitable
method of assessing football players’ intermittent endurance
than both measured Vo2max values and performance on the
continuous 20-m multistage shuttle run test (aziz et al., 2002).
The yIeT has also been found to be a sensitive measure of
physiological adaptation and has the ability to discriminate
between playing standards (bangsbo & michalsik, 2002). The
sprint speed and anaerobic endurance of football players are
frequently assessed using single sprint and repeated sprint
protocols respectively, and many of these protocols have
been found to be reliable, valid and able to differentiate
between different playing levels (Wragg, 2000; Dunbar and
Treasure, 2005). results from repeated sprint tests may be
presented as fatigue index calculated by subtracting the
fastest sprint time from the slowest time. a high fatigue index
suggests a poor ability to recover between sprints and an
inability to replenish phosphocreatine stores and remove
blood lactate between each sprint (Tomlin & Wenger, 2001).
a low fatigue index is therefore more beneficial as it suggests
the ability to recover between high intensity exercise bouts.
The tests used to assess the agility of football ball players can
be split in to two distinct categories; tests of change of direc-
tion speed (CoDS), and tests which also incorporate
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perceptual/decision making factors (Gabbett, Kelly and Shep-
pard, 2008; young, James and montgomery, 2002). CoDS can
be considered a player’s physical capacity to complete a
planned movement requiring at least one change of direc-
tion, whereas perceptual skill in this context involves the
payer’s ability to interpret and react to a stimulus and make
at least one change of direction (Farrow, young and bruce,
2005). one CoDS test that has been found to be reliable, valid,
and able to differentiate players of different standards is the
‘arrow agility Test’ (Smith & Galloway, 2007). The aim of this
study was to compare the characteristics of professional and
semi-professional football players following off-season and
preseason training periods.

Methods
Participants

Thirty nine (n=39) male football players volunteered for this
study. Group a consisted of 23 professional players from the
english Coca Cola league Division one with mean (± SD) age,
height, body mass, and percentage body fat values of 25.1 ±
4.5 years, 181 ± 5.9 cm, 75.3 ± 6.4 kg and 10.7 ± 1.1 % respec-
tively. Group b consisted of 16 semi-professional players from
the Nationwide Conference North Division mean (± SD) age,
height, body mass, and percentage body fat values of 26.2 ±
3.8 years, 183.6 ± 6.3 cm, 82.7 ± 8.2 kg and 13.7 ± 1.7 %
respectively.

Testing Procedures

aerobic and anaerobic endurance, sprint speed, agility
(CoDS), body composition (3-site skinfold protocol), height
and body mass were assessed immediately following the off-
season and 6-week pre-season training periods. Testing took
place on grass pitches to maximise ecological validity, and
players were instructed to wear the same footwear for both
sessions. all sprint times were recorded using brower Photo-
Gate infrared timing gates. Skinfolds were taken at the chest
abdomen and thigh by the same tester using Harpenden Cal-
lipers. anthropometric measurements were obtained prior to
the exercise tests, with cardio respiratory endurance tested
before muscular fitness (aCSm, 2005).

Yo-Yo Intermittent Endurance Test (YIET) - Level Two

marker discs were positioned 20 metres apart, with addi-
tional markers 2.5m behind the 20m markers. Participants
were required to run back and forth (2 x 20m) in time with an
audible “beep”. at the end of the 40m run (1 ‘shuttle’), partici-
pants either walked or jogged slowly 2.5m around the
additional markers back to the start point within 5 seconds.
at this point the participants stopped and waited for the sig-
nal for the start of the next shuttle. The speed of the shuttle
runs progressively increased throughout the test, starting at
11.5 km/h, and participants were given a warning if they did

not reach any line of markers on time. The test was termi-
nated when a participant could not follow the set pace of the
“beeps” on two separate occasions and/or stopped voluntar-
ily. The total distance covered (i.e. 40m x number of
completed shuttles) was reported as the subject’s perform-
ance measure in the yIeT (bangsbo, 1994).

Anaerobic Endurance Repeated Sprint Test 

The anaerobic sprint test was administered using the proto-
col as illustrated in in figure 1 (bangsbo, 2003). Participants
were required to sprint as quickly as possible from marker a
to b whilst going through the gate at 15m. Participants then
had a 25 seconds recovery period in which to return to
marker a, with a verbal warning provided every 5 seconds to
ensure that participants were prepared for the next trial. Par-
ticipants completed a total of 7 trials. Times for each trial were
recorded and mean time and fatigue index (the difference
between the slowest and the fastest trial) were calculated. 

Agility (CodS) Test

The arrow agility Test included 7 changes in direction at
angles 90°, 120°, 150°, and 180°; forwards, backwards and
sideways movements; and 6 transitions between movement
patterns. From the start point a, participants were required
to sprint forwards to point b, round the outside of the marker
and sprint forward to marker C. Participants then side step to
point D whilst facing point a. From point D participants turn
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180º and sprint forward around point b to point e. Partici-
pants then side step to point D whilst facing point a. From
point a participants move backwards to point b and sprint
forwards to the finish at point a (Figure 2.). Participants per-
formed 2 trail runs to familiarise themselves with the course
before completing 3 timed trials at full speed. a two-minute
recovery time between each trial was provided.

Sprint Test (5 and 15m)

Participants were required to sprint as fast as possible from a
standing start over the 15m distance, with split times
recorded at 5m and 15m. Participants performed 3 trials and
the average was recorded. a two-minute recovery was pro-
vided between each trial. 

Statistical Analysis

The Statistical Package for Social Sciences (v16.0; SPSS, inc.,
Chicago, Il, uSa) was used for statistical analysis. mean and
SD were calculated for each of the tests. a mixed design
group (playing level) by time maNoVa and univariate follow-
up tests were used to examine the differences in the
characteristics of the payers following the off-season and pre-
season training periods.

Results

a mixed design group (playing level) by time maNoVa indi-
cated an effect for differences in performance over time
(Wilks lambda 7,28 = .20, P < .01, Partial eta2 = .90)  and an
interaction effect for differences in performance over time by
playing level (Wilks lambda 7,28 = .20, P < .01, Partial eta2 =
.80). Descriptive statistics for the anthropometric characteris-

tics of the professional and semi-professional players follow-
ing the off-season (pre) and pre-season training (post)
periods are shown in Table 1. univariate follow-up tests indi-
cated an effect for differences over time (F 1,44 = 54.62, P <
0.01, Partial eta2 = .62), and an interaction effect in body fat
(F 1,44 = 25.78, P < .01, Partial eta2 = .43). This interaction
effect was due to the greater improvements over time of the
semi-professional players.

Descriptive statistics for the battery of field tests for the pro-
fessional and semi-professional players following the
off-season (pre) and pre-season training (post) periods are
shown in Table 2. univariate follow-up tests indicated effects
for differences over time in 15m sprint time (F 1,44 = 67.96, P
< 0.01, Partial eta2 = .67), anaerobic endurance (F 1,44 =
18.17, P < 0.01, Partial eta2 = .35), and the yIeT (F 1,44 = 46.98,
P < 0.01, Partial eta2 = .58). Interaction effects were also indi-
cated for 15m sprint time (F 1,44 = 71.36, P < .01, Partial eta2
= .68), anaerobic endurance (F 1,44 = 5.32, P = .03, Partial eta2
= .14), and agility (F 1,44 = 5.78, P = .02, Partial eta2 = .15),
over time by playing level.
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discussion

This study compared the characteristics of professional and
semi-professional football players following the off-season
and a 6-week pre-season training periods. Significant
improvements in performance over time were observed in
body fat, 15m sprint time, anaerobic endurance (fatigue
index), and the yIeT. Interaction effects for differences in
anthropometric characteristics and performance on the bat-
tery of fitness test over time by playing level were also
observed. The interaction effects for body fat, anaerobic
endurance, and agility were due to the greater improvements
over time of the semi-professional players, whilst the interac-
tion effect for 15m sprint time was due to the greater
improvement over time of the professional players. Whilst the
semi-professionals had a higher percentage body fat, and
performed at a lower level than their professional counter-
parts on all fitness tests, they tended to show significantly
greater improvement during the pre-season training period.
This may be due to a higher level of deconditioning of semi-
professional players during the off-season period (Caldwell
and Peters, 2009), whilst professional players may return to
pre-season in a good physical state as a result of voluntarily
remaining active during the off-season (Dunbar and Power,
1997).

The body fat percentages of the professional players
remained unchanged following the off-season and pre-sea-
son periods and were similar to the values for professional
players reported by Sutton et al. (2009). This group of players
therefore returned from the off-season period with appropri-
ate levels of body fat. The significantly greater improvement
of the semi-professional players (13.7 – 13.3%) could be
attributed to their greater accumulation of fat during the off-
season period (reilly, 1990). In terms of anaerobic
performance, there were insignificant changes observed in
5m sprint times, and this is consistent with predominately
aerobic pre-season training programmes (aziz et al., 2005).
There was however, a greater improvement in 15m sprint
time following pre-season training in the professional players.
The cause of this is unclear, although could be the result of
the inclusion of strength exercises in the pre-season training
of the professional players (Stolen et al., 2005). a significant
improvement in anaerobic endurance (fatigue index) over
time was indicated and this may due to the aerobic based
training which improves the ability to recover after a period
of high intensity exercise (bangsbo, 1996). Changes in per-
formance over time were indicated for the yIeT, although
there was no interaction effect for differences in performance
over time by playing level. The differences over time were
therefore due to improvements in the yIeT in both groups.
Similar improvements in aerobic endurance following a pre-
season training period of a similar duration have previously
been reported (aziz et al., 2002; rebelo and Soars, 1997).

Conclusions

It would appear that the pre-season training programmes
used by the professional and semi-professional players may
be able to bring about beneficial adaptations in certain key
fitness components required for football performance. The
battery of fitness test used may also be sensitive to these
adaptations. It should be noted however, that there were no
significant changes in 5m sprint times, CoDS, or average
repeated sprint times, and this may be due to a lack of speci-
ficity of the pre-season training programmes. Players may
therefore commence the playing season without the neces-
sary levels of conditioning for optimal performance. The level
of adaptation following pre-season training was greater in
the semi-professionals, and this can be attributed to their
lower levels of fitness following the off-season period. Pre-
season training programmes may therefore need to take into
account the conditioning of the players following the off-sea-
son period and tailor the training accordingly. Future research
could further explore the effectiveness of more football spe-
cific pre-season training on a range of fitness components.
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Case Study

Convulsive syncope following acupuncture treatment: a case study
Tim Trevail1, 2

1Holmesglen TaFe, Victoria, australia and 2melbourne rebels rugby Football Club, melbourne, australia

A b S T R AC T

The incidence of adverse events following acupuncture has been described as minimal. How-
ever, there are reports of patients undergoing acupuncture suffering from a transient loss of
consciousness and upright posture due to global cerebral ischemia; known as convulsive syn-
cope. The current study concerns a 21 year old male patient who was receiving acupuncture
treatment for medial tibial stress syndrome. He developed a case of convulsive syncope imme-
diately following the treatment. The patient was referred to a specialist registrar in cardiology.
He was then subjected to a range of laboratory tests, including an exercise induced stress test
measuring heart rate and blood pressure, which revealed no abnormalities. Consequently, the
patient was cleared to return to sport. This current case study suggests a wider consideration
is needed to include the athletic population who may have been recently subjected to any of
the aforementioned stresses. 
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The incidence of adverse events following acupuncture have
been described as minimal (White, 2009; Stux, 1995; macPher-
son et al., 2001; White, 2004), with very low risk of side effects
(Cherkin et al., 2003; lao et al., 2003; melchart et al., 2004).
However, it is difficult to ascertain how rare complications fol-
lowing acupuncture actually are due to the often unreported
nature of many adverse incidences. Potential reasons for the
lack of reporting include time constraints, apprehension of
punishment, and lack of perceived benefit. Peuker and Filler
(2004) also suggest that shame, fear of liability, loss of repu-
tation, and peer disapproval are particularly strong
disincentives. However, it is important that adverse events are
reported in order to improve patient safety, inform best prac-
tice decisions, and are used as a valuable aid to learning.
although very rare, one such adverse event following
acupuncture is convulsive syncope; defined as a transient loss
of consciousness and upright posture due to global cerebral
ischemia (lempert, 2000). When associated with tonic or
myoclonic activity, the term convulsive syncope is used to
describe the event. Syncope during acupuncture treatment
is a form of vasovagal syncope; known also as neurally medi-
ated or neurocardiogenic syncope caused by a sudden
decrease of cerebral flow by inhibition of sympathetic flow
and increased activation of parasympathetic flow (Chen et al.,
1990; abboud, 1993). although the effect of acupuncture on
the autonomic nervous system is only just beginning to be
methodically evaluated in humans (middlekauff et al., 2004),
the timing of the events, in combination with the patients
response during and after the treatment would suggest the
acupuncture treatment to be this atypical stimuli. a report by
Cole (2002) discusses a healthy 25yoa male who received
acupuncture bilaterally to ST-36. The patient’s gender is sug-
gested to play a role, with convulsive syncope occurring twice

as often in the male population (lin, 1982). Cole et al. (2002)
also suggests that inadequate prior nourishment could be a
contributing factor; however the most significant contribut-
ing factor is placed upon needle phobia, with this being the
patients first acupuncture experience. Two subsequent
reports by Kung et al. (2005) are without gender preference
and, like this report, had previously received acupuncture
treatment. Kung et al. (2005) places greater emphasis of the
reason for convulsive syncope as fatigue following insomnia
and poor sleep patterns prior to the acupuncture treatment.

Methodology

Patient history

a 21 year old male (height = 1.74m; mass = 74kg; bmI = 24.4)
amateur rugby player with a history of intermittent shin pain
presented with left anterio-medial shin pain. The patient was
healthy individual with no major recent illnesses or opera-
tions (within the last 7yrs). a history of Wolff Parkinson’s White
at the age of 12 resulted in a successful operation and has not
shown any symptoms since. The patient had received
acupuncture on one previous occasion for unknown knee
pathology at the age of 11 with no adverse effects. No predis-
posing risk factor concerns were noted for acupuncture
treatment. The patient presented with symptoms including
diffuse pain along the medial tibial boarder that increased
with activity and decreased with rest. a decreased range of
motion in dorsiflexion and during the Patla tibialis posterior
length test (Patla and Haxby abbott, 2000) was evident. Pes
planus was also noted bilaterally. These signs and symptoms,
with the gradual onset and lack of recovery without rest, sug-
gested early stages of medial tibial stress syndrome (magee,
2008); and was treated for accordingly. 
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Treatment and outcome

Initial treatment consisted of a combination of medial arch
supporting orthocies, soft tissue therapy (to the medial and
posterior lower leg) and stretching advice was provided. The
athlete continued to train within pain limitations and subse-
quently presented five days later for the second treatment
immediately following a 90 min skills based training session.
The patient was treated in a semi-reclining position with bol-
stered knee support. Three acupuncture points were used
unilaterally in the treatment using stainless, sterile acupunc-
ture needles (Classic Plus; 0.22x25mm). The first was inserted
perpendicular to the skins surface into tibialis anterior at
acupuncture point Stomach 36 (ST 36). The second two were
inserted perpendicularly at Spleen 6 and 8 (SP 6 & 8) on the
medial aspect of the lower leg. The needles were manually
stimulated three times over a 10 minute period. During the
treatment the patient complained of heightened sensitivity
upon needle stimulation and an uncomfortable pain running
inferiorly towards lateral aspect of the left foot. The needles
were extracted distally to proximally (SP8, SP6, ST36). upon
extraction of the final needle the patient immediately com-
plained of dizziness and nausea. advice was given to remain
in resting position until the symptoms ceased. after 45-60
seconds the patients face discoloured, he lost consciousness
and he began to exhibit an irregular clonic-tonic movement
pattern with an upward rolling of the eyes for approximately
10-12 seconds. When the patient regained consciousness, he
was able to provide vague responses to basic questioning.
The substantial majority of the confusion cleared within a 3-
4 minute period, with continued improvement during the
subsequent 30 minute monitored period. over the following
48hours the patient described an increase in appetite, and a
general feeling of malaise. minor visual disturbances were
also noted, with a described tunnelling of vision for up to 24
hours. 

Patient follow-up

The patient was referred to a Specialist registrar in Cardiol-
ogy for further investigation. laboratory tests included
exercise induced (treadmill) stress tests to assess blood pres-
sure and heart rate responses. The cardiologists report
showed no abnormalities in the test results, with normal
heart rate and blood pressure responses. The patient was
cleared to return to sport.

discussion 

Following acupuncture treatment, the patient of this current
study showed the characteristic manifestations of convulsive
syncope, including loss of consciousness, postictal confusion
<5 minutes, irregular clonic-tonic movements without biting

of the tounge or incontinance. The author is only aware of
three cases of convulsive syncope within two other reports
(Cole et al., 2002; Kung et al., 2005). Whilst considering the
likely causes suggested by Cole et al. (2002) and Kung et al.
(2005), it is important to consider what the likely causative
factors were. Stressful events such as fatigue, nervousness,
pain and poor sleep patterns have been shown to interrupt
the balance of sympathetic and parasympathetic flow
between the heart and the brain (Singh et al., 2002). The train-
ing session which preceded the treatment was described as
a moderate intensity skills based session. This brings into
question the relationship fatigue may have played in contri-
bution to the syncope with potentially altered autonomic
function. The second likely stress may have been anxiety.
although the patient did not complain of any anxiety prior
to the treatment, they had not received acupuncture for a 10
year period and may have had some unreported anxiety
stresses. These previous reports emphasise that although syn-
cope is a rare, but known reaction to acupuncture, convulsive
syncope is extremely rare in association with acupuncture.
This current report attempts to meet the guidelines set out
by Peuker and Filler (2004) for case reports of adverse events
related to acupuncture to aid in the standardisation of this
type of report, and to ensure that the reports can have
greater use than anecdotal revelations. The collection of
these reports can help to suggest a level of risk and to encour-
age discussion regarding procedural changes to increase
patient safety. 

The patient’s previous medical history included Wolf Parkin-
son's White; a condition that produces abnormal additional
electrical pathways in the heart that cause a disruption of the
heart's normal rhythm (arrhythmia). This condition can pro-
duce symptoms of tachycardia, palpitations, shortness of
breath and syncope (Swiderski et al., 1962). However, follow-
ing a successful operation at 11yrs, the patient has had none
of these symptoms. as the subsequent stress tests also
showed up no abnormalities, the author does not know of
any reason to suspect a link this to convulsive syncope. It is
difficult to determine a causative relationship between the
small numbers of similar case reports. although the precise
cause of the patient’s convulsive syncope cannot be defini-
tively ascertained, it is possible that the stressful and
fatiguing events of training and needle anxiety contributed
to the convulsive syncope. according to the categorisation of
adverse events following acupuncture proposed by Peuker
and Filler (2004), it can be considered that it is either probable
or certain that the adverse effect can be attributed to the
acupuncture and that it is unlikely that it can be attributed to
any other concurrent disease or treatment approaches. This
report recognises and emphasises the previous recommen-
dations to acquaint patients, in particular new or those who
have not received the treatment for a lengthy period of time,

http://jst.ucb.ac.uk

26

Volume 5. Issue 1.



1

to the process and sensations they may experience to reduce
anxiety and thus potentially lower the chance of convulsive
syncope during acupuncture. Previous authors (Kung et al.,
2005) have also recommended particular caution with the
older and debilitated patients. This report suggests a wider
consideration is needed to include the athletic population
who may have been recently subjected to any of the afore-
mentioned stresses. 
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Introduction

Futsal is a high intensity intermittent sport in which accelera-
tions and short sprints (usually with a duration of 1 to 4
seconds) are performed at maximal or almost maximal inten-
sity, interspersed by brief recovery periods (activities of low
intensity or pauses), during a period of time relatively long
(75-80 minutes) (Álvarez at al., 2001a; Álvarez at al., 2001b;
Álvarez at al., 2002; barbero et al., 2003; barbero et al., 2004a;
barbero et al. 2004b).

Hydration is the word used to define the process of decrease
in the amount of body water. Sportsmen are dehydrated
when the liquid loss through sweating takes place in a faster
pace than fluid recovery. any activity that causes dehydration
will provoke a decrease in the physical performance.

an easy way to know the dehydration level of a sportsman is
to weigh the subject before and after practising sport. In
intermittent sports that are practised for less than 3 hours
and under no extreme weather conditions, the water loss
through breathing is relatively low compared to the water
loss through sweating (maughan et al., 2007). Thus, body
weight monitoring is a simple, valid and non-invasive proce-
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Weight loss and dehydration level in english elite male futsal players
Daniel berdejo-del-Fresno
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A b S T R AC T

Futsal is a high intensity intermittent sport in which accelerations and short sprints are per-
formed at maximal or almost maximal intensity, interspersed by brief recovery periods, during
a period of time relatively long. Hydration is the word used to define the process of decrease
in the amount of body water. any activity that causes dehydration will provoke a decrease in
the physical performance. an easy way to know the dehydration level of a sportsman is to
weigh the subject before and after practising sport. The current study investigates the dehy-
dration level of elite english male futsal players, in two games (i.e. friendly vs. official) and
evaluates the resulting values by using studies available in the literature. eleven (n=11) elite
level male futsal players from a top-2 team competing in the Football association (Fa) Futsal
National league volunteered to participate in this study. The anthropometric tests used were:
mass, height and bmI. body mass (kg) was recorded before the warm-up and after the game,
the subjects wearing only underwear. besides, the percentage of mass loss, activity time and
sweating rate was also calculated. The average activity time was 48.18 ± 3.89 minutes (friendly
game) and 48.18 ± 13.47 minutes (official game), with a mean mass loss of 1.27 ± 1.08 kg and
1.09 ± 0.94 kg, respectively. The mass loss percentage was 1.75 ± 1.53% and 1.47 ± 1.22%,
respectively. The sweating rate was higher in the official game than in the friendly (11.17
ml/min and 10.44 ml/min). Significant differences were not found in the dehydration level
between the two types of game in an elite level english Futsal team. Nevertheless, the results
showed that these players obtained a dehydration level that could affect their performance.
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dure that allows to know the hydration variations through the
calculation of the differences in the body weight before and
after the exercise (barbero et al., 2006).

a weight loss percentage higher than 1% causes a decrease
in the physical performance (Coyle, 2004; Sawka et al., 2007;
Wilmore and Costill, 2007; murray, 2007). When that percent-
age is superior to 2%, the subject’s cognitive functions, such
as perceptive discrimination and reaction time, start to
worsen (Cheuvront et al., 2003; Coyle, 2004; Casa et al., 2005;
Sawka et al., 2007; montain, 2008). reaction time has special
relevance in futsal, since futsal is a team sport where perform-
ance is affected by both the physical capacity of the players
and their cognitive skills used to solve some play demands.

The aim of this study, therefore, was threefold: a) to study the
dehydration level of elite english male futsal players, b) to
compare the dehydration level obtained in two games (i.e.
friendly vs. official), and c) to evaluate the resulting values
using the studies available in the literature. 
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Methods

Participants
--
eleven (n=11) elite level male futsal players from a top-2 team
that competes in the Fa (The Football association) Futsal
National league volunteered to participate in this study after
having signed the corresponding informed consent. The
anthropometric characteristics of the players are included in
Table 1. all the players performed the warm-up standardised
protocol (30 minutes) and played for at least 10 minutes in
every game to be taken into account in the present study.
body weight was analysed in two of the games (a friendly
game and an official game), which took place a week apart.

Procedures

anthropometric measures were taken, following the
lohmann et al. (1988) instruction. Standing height was meas-
ured twice with a precision of 0.1 cm with a stadiometer and
a tape measure (SeCa ltd, model 220, Germany), respectively.
body mass (kg) was recorded with a scale SeCa (SeCa ltd,
Germany) to the nearest 100 g before the warm-up and after
the game, the subjects wearing only underwear. For the first
measurement, if any player needed to urinate or defecate,
they had to do it before stepping up on the scale. For the
post-game measure, the players had to clean the sweat off
their legs, arms, trunk and face with a towel before recording
their body mass, according to barbero et al. (2006). body
mass Index (bmI) was calculated using the Quetelec formula:
bmI = weight (kg) / height (m2). The percentage of weight
loss (% Weight loss) was estimated according to the follow-
ing equation:

% Weight loss = [(Pre-game Weight – Post-game Weight)/Pre-
game Weight] x 100

During both games, the players had bottles with water and
bottles with a sport drink (lucozade), the liquid drunk being
registered as the sum of the volume of water and the sport
drink. The consumption was ad libitum. 

The temperature and the relative ambient humidity were
recorded with a weather station oreGoN SCIeNTIC (oreGoN,
Hunghom, China), using the average value registered since
the start of the warm-up until the end of the game (Table 2). 

The activity time of each player was calculated through the
sum of the time played and the time used for the warm-up
protocol (standardised at 30 minutes).

Finally, although the consumed liquid amount had not been
controlled, with the aim to find out the dehydration pattern
per minute of physical activity, an estimation of the sweating
rate was calculated using an adaptation of murray’s equation
(1996):

Sweating rate (ml/min) = [(Pre-game Weight – Post-game
Weight) + 500ml]/activity time

Statistical Analyses

Descriptive statistics were performed for all the variables in
order to check for the assumptions of normality. mean ± stan-
dard desviation and homogeneity of the parameters were
checked with Shapiro-Wilk, and levene’s test. The statistical
differences were assessed by using Student’s t test. a P value
of 0.05 or lower was considered as being statistically signifi-
cant. an analysis was performed using SPSS version 16.0
(Chicago, Il, uSa). In addition, Pearson Correlations were also
calculated.
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Results

all the variables were normally distributed. levene’s test
showed no violation of homogeneity of variance. The aver-
age activity time of the futsal players was 48.18 ± 3.89
minutes (friendly game) and 48.18 ± 13.47 minutes (official
game) (table 3), with a mean weight loss of 1.27 ± 1.08 kg and
1.09 ± 0.94 kg, respectively. The weight loss percentage was
1.75 ± 1.53% in the friendly match and 1.47 ± 1.22% in the
official match (table 4). Nevertheless, the sweating rate was
higher in the official game than in the friendly (11.17 ml/min
and 10.44 ml/min, respectively).

Student’s t test showed significant differences between the
pre-game weight and the post-game weight, both in the
friendly match and in the official one (p=0.001 in both
games). However, no significant differences were found
between the two games (friendly vs. official). If a relation is
established between the activity time and the weight
loss/weight loss percentage, it can be observed that the dehy-
dration level becomes higher when the activity time
increases. However, these correlations are not very high
(Table 5), which means that other factors and aspects, such
as the environmental conditions or the players’ individual
characteristics, should be taken into account in order to
explain the weight loss and the weight loss percentage
obtained.

discussion

In this study, the elite english futsal players’ dehydration level
was obtained in a friendly game and an official game. The
results showed that the dehydration level reached by these
players (1.75 friendly and 1.47% official) is associated with a
decrease in the players’ performance. a decrease in the body
weight of 1% (ekblom et al., 1970; Walsh et al., 1994; Con-
vertino et al., 1996), 2% (amstrong et al., 1985; Convertino et
al., 1996) or 3% (Sawka, 1992) has previously shown a drop in
the sport performance level. The dehydration level found
(1.75 and 1.47%) was higher than that reported in other stud-
ies in futsal players (barbero et al., 2006; Hamouti et al., 2007;
martins et al., 2007; García-Jiménez and yuste, 2010). barbero
et al. (2006) observed a value of 1.7%, 0.8% and 0.9% in pro-
fessional futsal players. Hamouti et al. (2007) obtained a
weight loss percentage of 1.2 ± 0.3% in elite futsal players
after a training session. In the study carried out by martins et
al. (2007) in six young futsal players (15-18 years old), values
of 0.43 ± 0.41% of percentage of weight loss were obtained
after a training session. Finally, García-Jiménez and yuste
(2010) reported values of 1.25 ± 1.08% in five professional
Spanish First Division players. 

If the values obtained in the friendly game in this study are
compared with those in other sports, the dehydration level is
similar to that found in football players by leatt (1986), Kirk-
endall et al. (1993) and broad et al. (1996), or in rugby players
by Goodman et al. (1985) and meir et al. (1991), despite the
fact that the activity time was much lower than in a football
or a rugby match. maughan et al. (2004) and Shirreffs et al.
(2005) found values in football players of 1.59 ± 0.61% and
1.62%, respectively, after a training session. Values that are
slightly higher than those found in this study for the official
game. only broad et al. (1996) and barbero et al. (2006)
reported values lower than 1.0%; broad et al. (1996) in high
level basketball players after a training session (between 0.7
and 1.0%) and barbero et al. (2006) in professional futsal play-
ers after a two-week treatment.

The sweating rate was higher in the official game than in the
friendly (11.17 ml/min and 10.44 ml/min, respectively; or 0.7
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l/h and 0.64 l/h, respectively), probably due to the different
activity time of each player. However, the sweating rate was
much lower than the values that Hamouti et al. (2006)
observed in professional Spanish basketball players (1.8 l/h
and 1.7 l/h) (this substantial difference is caused by the large
body area of basketball players), and slightly lower than the
values found by broad et al. (1996) in basketball players (15.3
ml/min) and barbero et al. (2006) in professional futsal play-
ers (12.3 ml/min).

It is important to highlight that, in spite of having time to re-
hydrate themselves when the ball is not in their half court,
the goalkeepers had an average weight loss of 1.91%; even
higher than the outfield players. Finally, no significant differ-
ences were found between the two games (friendly vs.
official), even if it is widely known that friendly competitions
are not as competitive as official competitions. Thus, both
friendly and official games could be used to start a re-hydra-
tion treatment.

Conclusions

In the present study, significant differences were not found
in the dehydration level between a friendly game and an offi-
cial game in an elite level english futsal team. In addition, the
results showed that these players reached a dehydration level
that could affect their performance. Despite having numer-
ous possibilities to drink liquids (play interruptions, game
interruptions, substitutions, time-outs…), the futsal players
that participated in this study did not drink enough and so
finished the game with dehydration values associated to a
decrease in their physical performance. The results suggest
that a treatment should be applied to raise the players’ aware-
ness about the importance of keeping themselves hydrated.
The use of drinks with an adequate content in carbohydrates
and electrolytes, like chlorine and sodium, promotes hydra-
tion and ensures a suitable recovery of liquids. Finally, it is
recommended that the fluid loss through sweating is recov-
ered in 150% after the physical activity.
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Introduction

basketball is a non-contact sport, which involves the execu-
tion of fundamental skills including steps, turns, stops, jumps,
and ball handling skills, such as shooting, passing, and drib-
bling (Krause et al., 1999). During elite basketball games, time
motion analysis research shows that players performed 105
bouts of high-intensity activity covering a distance of 991m,
made 40-60 maximal jumps, and executed 50-60 changes in
speed and direction (mcInnes et al. 1995). Despite being
classed as a non-contact sport, basketball appears to have
one of the highest injury rates of any sport (meeuwisse et al.,
2003). The ankle joint is the most common injury site in bas-
ketball (Fong et al., 2007), with lateral sprains most prevalent;
accounting for over 90% in one 10-year study (Starkey, 2000).
over half of the total time missed due to injury in basketball
is accountable to the ankle and has been attributed to move-
ment patterns that are an integral part of the sport (mcKay et
al., 1996). These include sharp twisting, turning or cutting
components, so crucial to offensive strategies, which are
reported to be performed up to 25 times by each player dur-
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A b S T R AC T

ankle injuries are frequently suffered by basketball players. While ankle bracing has been
reported to reduce injury incidence, research is limited regarding lateral peak impact forces
(lPIF) and limb dominance. There is also equivocal evidence of ankle bracing’s effect on bas-
ketball-specific performance. eight male national league basketball players (n=8) performed
45o cutting manoeuvres, at 4.5m/s to 5.5m/s, past a static defensive opponent on dominant
and non-dominant sides; both braced (aircast airsport) and un-braced. a further 10 players
(n=18; mean + SD, age = 20 + 6 yrs; weight = 720 + 161 N; height = 1.83 + 0.17 m), performed
basketball-specific performance tests (20m sprint, agility, and vertical jump tests) in both
braced and un-braced conditions. Two-way analysis of variance (aNoVa) with repeated meas-
ures revealed significant differences (P = 0.001) between lPIF on dominant (mean = 639.46 N,
Se = 20.6 N) and non-dominant limbs (mean = 728.96 N, Se = 17.6 N). aNoVa also revealed
significant differences (P = 0.005) between lPIF in braced (mean = 658.15 N, Se = 17.4 N) and
un-braced conditions (mean = 710.27 N, Se = 19 N). Paired-sample T-test reported no signifi-
cant difference (P = 0.6) in 20m Sprint times with (mean = 3.22 s, Se = 0.03 s) and without
bracing (mean = 3.23 s, Se = 0.03 s). No significant difference (P = 0.78) was reported in agility
performance with (mean = 20.46 s, Se = 2.4 s) and without bracing (mean = 20.51 s, Se = 2.48
s). No significant difference (P = 0.28) was reported in Jump performance braced (mean = 0.62
m, Se = 0.002 m) and un-braced (mean = 0.61 m, Se = 0.002 m). Current study suggests using
a semi-rigid ankle brace reduces lPIF to the ankle-foot complex, potentially limiting ankle
injury without impairing basketball-specific performance. 

K E Y  W o R d S
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Ground reaction force.
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Performance.

ing a game (mcClay et al., 1994a; Frederick, 1995). Previous
research suggests that 30% of ankle injuries occur during lat-
eral-cutting manoeuvres (mcKay et al., 2001; Cumps et al.,
2007), when approximately 80% of a player’s body weight is
placed onto the ankle-foot complex (mcClay et al., 1994b;
Hawkey and Cloak, 2007). To reduce ankle injury risk, players
frequently use ankle support devices, designed to prevent
inversion primarily through the restriction of excessive ankle
range of motion (rom) (Verbrugge, 1996; Simpson et al.,
1999; Cordova et al., 2002; eils et al., 2002), maintenance of
the ankle’s correct anatomical position on impact (Thacker et
al., 1999; Wright et al, 2000), via an increase in mechanical sta-
bility (Hume and Gerrard, 1998) and improved
proprioception (Papadopoulos et al., 2005). While both tap-
ing and bracing have been reported to be effective in
reducing injury incidence (bot and mechelen, 2001; mickel et
al, 2006), tape has been shown to loosen significantly follow-
ing standardised exercise and sports activities (Hawkey et al.,
2010). Semi-rigid braces,  which are usually made of neo-
prene with a thermoplastic insertion on both the medial and
lateral sides, are reported to maintain their restrictive effect
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(Verhagen et al., 2001) and have been shown to reduce inver-
sion more significantly than other devices during both
passive and rapidly induced inversion situations (eils et al.,
2002). Taping has also been reported to be considerably
more expensive, and time consuming to apply, than bracing
(mickel et al, 2006). However, despite being widely used in
basketball, there are a limited number of full empirical stud-
ies published on the effects of bracing on ground reaction
forces (GrF) during dynamic, game-like situations. 

Sacco et al. (2006) reported that bracing had no effect on
mediolateral GrF during cutting manoeuvres with the appli-
cation of a semi-rigid brace. However, the protocol was not
sufficient enough to ascertain the cutting angle and the
speed of movement. Hawkey and Cloak (2007) incorporated
a static defensive opponent (SDo) into their 45o cutting
manoeuvre protocol and found that medial-lateral GrF sig-
nificantly reduced from 0.8 body weight (bW) to 0.75bW with
the application of an ankle brace; similar results were also
reported in other studies with comparable protocols (Cloak
et al., 2010). The introduction of an SDo is crucial as it pro-
duces significant increases in medio-lateral GrF, enabling
researchers to analyse forces that more accurately reflect the
game environment (besier et al., 2001; mclean et al., 2004).
These previous studies have only focused on the dominant
leg though, and controversy exists in the literature over the
association between limb dominance and injury risk. limb
dominance, defined by Ford et al. (2003) as one limb demon-
strating increased dynamic control as a result of an imbalance
in muscular strength and recruitment patterns, has been
implicated as a risk factor for lower extremity trauma. There-
fore, it has been suggested that athletes who place a greater
demand on their dominant limb produce increased fre-
quency and magnitude of forces about the dominant ankle,
particularly during high-demand activities that place the
ankle at risk (beynnon et al., 2002). ekstrand and Gillquist
(1983) noted that the dominant leg sustained significantly
more ankle injuries in male soccer players, with 92% of ankle
injuries affecting the dominant leg. other studies have also
identified limb dominance as a possible risk factor for contact
and overuse ankle injuries (Chomiak et al., 2000; orchard,
2001; Willems et al, 2005; Faude et al. 2006). Faude et al.
(2006) observed injuries during training and match exposure
times of 143 soccer players during one outdoor season, and
found significantly more ankle injuries in the dominant leg.
In contrast, beynnon et al. (2001) found that limb dominance
was unrelated to risk of ankle injury for athletes participating
in soccer and lacrosse. Similarly, Surve et al, (1994) found that
soccer athletes reported no difference in the incidence of
ankle injuries between dominant and non-dominant ankles.
However, despite reporting on the relationship between limb
dominance and injury incidence, these previous studies have
not reported any information regarding GrF. This is impor-
tant as simply reporting injury incidence based on limb

dominance does not give an accurate portrayal of the situa-
tion. If an individual performs the majority of movements,
including cutting manoeuvres, on the dominant limb then it
would be a fair assumption that the majority of injuries would
be sustained on the dominant limb. according to murphy et
al., (2003) activities such as pushing off, jumping or landing
are predominantly performed on the dominant limb, there-
fore increasing injury risk factors. However, this does not
necessarily mean that during an identical movement the
dominant limb would be at greater risk of actually sustaining
an injury. 

an external ankle support’s ability to reduce injury risk must
also be matched by its capacity not to interfere with an indi-
vidual’s performance. It has been reported that the restriction
in rom, so crucial for injury reduction, is also responsible, pos-
sibly via a restriction in plantar-/dorsi- flexion, for the
potential to limit performance (Simpson et al., 1999). Hawkey,
et al. (2007) found, that the application of a semi-rigid air-
castTm ankle brace had no effect on speed or agility, but
negatively affected vertical jump performance in college bas-
ketball players. Hawkey, et al. (2010), using the same brace
and similar testing procedures, found that bracing had no
effect on speed, agility or vertical jump performance in pro-
fessional soccer players. rosenbaum et al. (2005) reported no
significant difference in a variety of soccer related tasks in 10
different ankle braces. other studies, conducted on a variety
of sports and activities, have shown differing results. While
some studies report no reductions in performance while
wearing an ankle brace (beriau et al., 1994; bocchinfuso et al.,
1994; Greene and Hillman, 1990; Gross et al., 1994; Hawkey
and Scattergood, 2007; Hawkey et al., 2009; macpherson et
al., 1995; Paris, 1992; Pienkowski et al., 1995; Verbrugge, 1996;
Wiley and Nigg, 1996), other studies have shown that bracing
may adversely affect performance (burks et al., 1991; mack-
ean et al., 1997; Paris, 1992). The lack of consensus
demonstrated in previous studies may be attributed to
methodological differences, participant numbers, perform-
ance levels, bracing and taping techniques employed, sample
variability, injury status and sporting activity. Due to the lack
of empirical evidence regarding the effect of bracing on
ground reaction forces, the aim of the current study is firstly
to evaluate the effectiveness of an external ankle brace at
reducing lateral peak impact forces (lPIF) in male basketball
players during a cutting manoeuvre. Secondly, due to the
paucity of research on limb dominance, the current study will
also aim to establish the role of limb dominance on ankle
injury risk. Finally, due to the equivocal evidence currently
available, the current study will investigate the effect bracing
has on basketball-specific performance. 
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Methods 

Participants

With local ethics committee and institutional procedures’
approval, 18 male national league basketball players (n=18;
mean + SD, age = 20 + 6 yrs; weight = 720 + 161 N; height =
1.83 + 0.17 m) provided informed consent and were screened
for any significant lower extremity injury to the ankle or knee
within the past two years to reduce any variables that may
influence ground reaction forces (GrF) (Caulfield and Garrett,
2004; Houck et al., 2005) or their capability to perform the
necessary performance tests. 

Instrumentation

a bertec force platform (running Pro Vec 5 software)
mounted flush with the surface of the floor was used to col-
lect mediolateral GrF data. The frequency of response on the
force platform was 1000Hz, in accordance with Sacco et al.
(2006) and Hawkey and Cloak (2007) who state to ensure opti-
mal compatibility with dynamic cutting movements
frequency response should be set at a minimum of 500Hz.
lateral Peak Impact Force (lPIF), the greatest amount of force
exhibited during contact time on the force platform, was
recorded as a representation of the maximum mediolateral
impact force on the ankle-foot complex in accordance with
Cordova et al. (2002) and Hawkey and Cloak (2007). The exter-
nal ankle brace used during braced conditions was an
aircastTm airsportTm semi-rigid ankle brace (aircast Inc,
Summit, NJ), chosen due to its perceived comfort and ease of
application (rosenbaum et al., 2005), popularity amongst bas-
ketball players (Sacco et al., 2004), and prevalence in previous
similar studies (Sacco et al., 2004; Sacco et al., 2006; Hawkey
and Cloak, 2007; Cloak et al., 2010). Performance times for the
agility tests and 20m sprints were recorded using timing
gates (brower Timing Systems, utah, uSa). Jump height per-
formance was assessed using a digital jump mat (Just Jump,
Probotic Inc, uSa).

Lateral peak impact force

Following an individualised warm-up, eight (n=8) partici-
pants performed cutting manoeuvres past a static defensive
opponent (SDo), in the form of a plastic skeleton. Prior to test-
ing, all participants were allowed two practise runs to
familiarise them with the protocol and to confirm limb dom-
inance as previously established using methods suggested
by Ford et al. (2003; 2005). approach velocity was required to
fall between 4.5m/s and 5.5m/s, reflecting speeds at which
cutting movements are typically executed during basketball
performance (mclean et al., 1999). approach velocity was
monitored by timing gates, set one metre apart and located
one metre forward of the force plate, in order to reduce the
influence of running velocity on GrF (ricard and Veitch,

1994).The SDo was situated 0.2m behind the force platform
and in line with the original direction of motion to induce a
realistic cutting action when participants made initial contact
with the force platform in accordance with mclean et al.
(2004). Cutting angles were measured at 45o from the origi-
nal movement direction in accordance with values typically
observed during game situation and those used in previous
cutting studies (Sigward and Powers, 2006; bloomfield et al.,
2007; Hawkey and Cloak, 2007). The angle was measured
from the centre of the force platform and clearly marked with
a corresponding line (using black and yellow adhesive tape)
to allow for easy recognition by the participants (Figures 1
and 2). all participants were tested under four conditions:

braced dominant cut, un-braced dominant cut, braced non-
dominant cut, un-braced non-dominant cut, in a latin-square
design to reduce any order effects. In braced conditions both
ankles were braced. each participant completed three trials
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for each condition, with a ten-minute rest given between
each experimental condition, as fatigue has been previously
reported to contribute to decreased ground reaction forces
(madigan and Pidcoe, 2003). The lPIF values for three trials in
each of the four conditions, for each participant were used
for analysis. 

basketball-specific performance

Following an individualised warm-up, all 18 participants com-
pleted three trials in each of two experimental conditions
(braced and un-braced) in three separate performance tests:
20m sprint, jump height test, and a basketball-specific agility
test. In braced conditions both ankles were braced. The 20m
sprint test was used as basketball players spend the majority
of their time running forwards over a distance no longer than
the regulation court size (Frederick, 1995; mcInnes et al. 1995;
Krause et al., 1999). The vertical jump test was used to assess
the brace’s effect on players’ jumping performance as vertical
movements are regularly undertaken during a game (Freder-
ick, 1995; mcInnes et al. 1995; Krause et al., 1999). The
basketball-specific agility test, used in accordance with beriau
et al. (1994), was selected due to it being conducted around
the three-point line (providing additional ecological validity)
and because it incorporates a variety of different movement
patterns identified by Frederick (1995) as being integral to
basketball. all trials were randomised to reduce any order
effects. To reduce the effects of fatigue a ten-minute rest was
given between each experimental condition.

RESULTS

Lateral Peak Impact Forces (LPIF)

a two-way analysis of variance (aNoVa) with repeated meas-
ures was used to assess the factors of bracing and limb
dominance on lPIF. The aNoVa revealed a significant differ-
ence (P = 0.001) between lateral peak impact forces on the
dominant (mean = 639.46 N, Se = 20.6 N) and non-dominant
limb (mean = 728.96 N, Se = 17.6 N). aNoVa also revealed a
significant difference (P = 0.005) between lateral peak impact
forces in the braced (mean = 658.15 N, Se = 17.4 N) and un-
braced conditions (mean = 710.27 N, Se = 19 N). Figure 3
illustrates the effect of limb dominance and bracing on lPIF
in relation to an individual’s body weight (bW).

Performance measures

a Paired-sample T-test reported no significant difference (P =
0.6) in 20m Sprint times with (mean = 3.22 s, Se = 0.03 s) and
without a brace (mean = 3.23 s, Se = 0.03 s). No significant dif-
ference (P = 0.78) was also reported in agility test
performance with (mean = 20.46 s, Se = 2.4 s) and without a

brace (mean = 20.51 s, Se = 2.48 s). No significant difference
(P = 0.28) was also reported in Jump test values in braced
(mean = 0.62 m, Se = 0.002 m) and un-braced (mean = 0.61
m, Se = 0.002 m) conditions. 

discussion and implications

The ankle joint is reported to be the most common injury site
in basketball, with lateral sprains being the most prevalent
type of ankle injury (Fong et al., 2007). These injuries are
attributed to movement patterns that are an integral part of
the sport, including sharp twisting, turning and cutting
manoeuvres (mcKay et al., 1996). Previous research has sug-
gested that 30% of ankle injuries occur during lateral-cutting
manoeuvres (mcKay et al., 2001; Cumps et al., 2007), when
approximately 80% of a player’s body weight is placed onto
the ankle-foot complex (mcClay et al., 1994b; Hawkey and
Cloak, 2007). To reduce this ankle injury risk players fre-
quently use support devices; primarily bracing. However,
despite ankle bracing being reported to be a useful measure
in reducing ankle injury incidence, and that they are regularly
worn by players, research into their effect on ground reaction
forces, and especially relating to limb dominance, is very lim-
ited. The current study is the first to investigate the role of
both bracing and limb dominance on ground reaction forces
during cutting manoeuvres. lateral GrF data from the un-
braced dominant leg in the current study (0.86 body weight)
are consistent with values reported by mcClay et al. (1994b)
and Hawkey and Cloak (2007) (0.8 body weight) highlighting
the validity of the current study’s protocol. This also suggests
that cutting forces, when measured in terms of body weight,
are relatively consistent between collegiate, national league,
and professional basketball players. results also show parity
with Hawkey and Cloak (2007) and Cloak et al (2010) regard-
ing braced GrF data. The current study suggests that the
application of a semi-rigid aircastTm airsportTm ankle brace
significantly reduces lateral peak impact forces during cutting
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manoeuvres past a static defensive opponent. Previous
research has suggested that bracing prevents this inversion
primarily through the restriction of excessive ankle range of
motion (rom) (Verbrugge, 1996; Simpson et al., 1999; Cor-
dova et al., 2002; eils et al., 2002), maintenance of the ankle’s
correct anatomical position on impact (Thacker et al., 1999;
Wright et al, 2000), via an increase in mechanical stability
(Hume and Gerrard, 1998) and improved proprioception
(Papadopoulos et al., 2005); although none of these variables
were directly measured during the current study so.

Previous studies have only reported the effects of bracing on
GrF with respect to the dominant limb. The current study pro-
gresses this by investigating both dominant and
non-dominant limbs. Previous studies have reported signifi-
cantly more ankle injuries on the dominant leg (ekstrand and
Gillquist, 1983; Willems et al., 2005; Faude et al., 2006; Cho-
miak et al., 2000; orchard, 2001; murphy et al., 2003),
although this has been in relation to injury incidence; there
is limited research concerned with limb dominance and GrF.
It is plausible that increased injury rates are due to players
preferring to execute dynamic movements, such as cutting,
from their dominant side. However, results of the current
study show that it is the non-dominant side that produces
significantly higher lateral forces; potentially increasing injury
risk. If players prefer to execute dynamic movements from
their dominant side, this could be responsible for the
increased injury incidence highlighted by previous research.
It is also possible that with the majority of cutting manoeu-
vres performed on the dominant limb that increased
neuromuscular activation and improved proprioception help
to protect the ankle, compared to the non-dominant limb,
during laboratory testing. Therefore, the current study’s find-
ings appear important and may possibly change approaches
to investigating injury incidence, injury risk and limb domi-
nance.

results from previous studies regarding bracing and perform-
ance have been equivocal. While some have reported no
detrimental effect on speed (bocchinfuso et al., 1994; Hawkey
and Scattergood, 2007; Hawkey et al., 2009; Hawkey et al.,
2010), agility (bocchinfuso et al., 1994; Verbrugge, 1996;
Hawkey et al., 2009; Hawkey et al., 2010), and jumping per-
formance (bocchinfuso et al., 1994; Hawkey and Scattergood,
2007; Hawkey et al., 2010), others have shown adverse affects
on performance in these tasks (burks et al., 1991; beriau et al.,
1994; mackean et al., 1995). results of the current study sug-
gest that the application of a semi-rigid aircastTm airsportTm
ankle brace has no significant effect on agility, sprint or jump
performance in national league basketball players. The non-
significant effect in sprint performance reported in the
current study could have been expected as previous research,
using the same brace, has shown no reduction in sprinting
performance (Hawkey and Scattergood, 2007; Hawkey et al.,

2007; Hawkey et al., 2010). The non-significant effect in agility
performance reported in the current study is also consistent
with Hawkey et al. (2007) and Hawkey et al. (2010) and may
have been the result of a trade-off between the brace restrict-
ing range of motion, as suggested by Cordova et al. (2002),
while also providing additional proprioceptive feedback as
suggested by Papadopoulos et al. (2005). Jump performance
in the current study may have been expected to be reduced
due to results of previous research, however this was not the
case, and performance was not hindered as it was in studies
by Paris (1992) and Hawkey et al. (2007). However, although
Hawkey et al. (2007) reported a statistically significant differ-
ence in vertical jump height with the application of a brace,
the actual difference in performance was only 0.01m.
although not measured during the current investigation, pre-
vious research has highlighted a reduction in dorsi-/plantar-
flexion (Simpson et al., 1999), which has been linked to jump-
ing impairment (Hawkey et al., 2007). Future study should
review this variable using motion analysis to determine joint
angles. However, it is possible that the reported disparities in
jump height with bracing in previous studies could simply be
attributed to either an inaccurate method of measurement,
from presenting statistically but not practically significant
results, or from variations in jumping ability and technique.

This is the first paper to report issues pertaining to limb dom-
inance, bracing and ground reaction forces, in addition to
updating information regarding bracing and performance.
Therefore, there are some limitations which may warrant
addressing in future research. The use of a simulated static
defensive opponent, in accordance with mclean et al. (2004),
may have enhanced the study’s validity, but the participants
were aware of the direction they were to perform the cutting
manoeuvre. In a basketball game situation, the direction of
the cutting manoeuvre may not be pre-determined. It is pos-
sible that postural and reflex response may be altered in
anticipated movements and that unanticipated manoeuvres
may mimic more closely those that occur in a game scenario.
Further research is now needed to establish the effect of
unanticipated cutting manoeuvres, bracing and limb domi-
nance on GrF. Further research is also needed to establish the
effects of bracing in sports-specific protocols. Formally inves-
tigating subjective measures of comfort may also be
important as this may affect compliance of wearing the brace
(rosenbaum et al., 2005). However, due to the high incidence
of ankle injury amongst basketball populations, the current
study provides players, coaches and therapists with evidence
supporting the use of external ankle supports. 

Conclusions

The results of the current study suggest that the application
of a semi-rigid aircastTm ankle brace significantly reduces lat-
eral peak impact forces during cutting manoeuvres past a
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static defensive opponent. In addition to this, the non-domi-
nant lower limb may have an increased risk of injury, due to
the higher lateral peak impact forces elicited during these
cutting manoeuvres. results also suggest that the application
of the brace has no significant effect on basketball-specific
agility performance, straight-line sprint speed, or jump
height performance. Due to the high incidence of ankle
injury amongst basketball populations, the current study pro-
vides evidence supporting the use of external ankle supports.
Further research is now needed to establish the effect of
unanticipated cutting manoeuvres on GrF, and the longer-
term effects of bracing on both injury and performance. 
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